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Systemy sztucznej inteligencji szybko zapetniaja nasze blizsze i dalsze
otoczenie 1 przejmuja wiele funkcji wczesniejszych wytworow cywiliza-
cji, oferujac takze nowe mozliwosci dziatania. Chociaz w otaczajacych nas
urzadzeniach elektronicznych fizycznie nie dostrzegamy obecnosci sztucznej
inteligencji, to wlasnie ona ustala nasza lokalizacjg, stucha i odpowiada na
pytania, jakie zadajemy, ,,poszerza” nasze zdolno$ci komunikowania, skraca
czas, ktory poswigcamy na poszukiwanie nowych i waznych dla nas informa-
cji. Sztuczna inteligencja staje si¢ tez w coraz wigkszym stopniu uczestnikiem
zycia spotecznego. Humanoidalne roboty zaczynaja sprawowac opieke nad
osobami starszymi', a tak zwane roboty empatyczne wspomagaja edukacje
dzieci i staja si¢ ich towarzyszami®. Jednym z najstynniejszym robotéw hu-
manoidalnych jest Sophia (ze wzgledu na podobienstwo do kobiety zwana
fembotem), ktora w pazdzierniku 2017 roku otrzymata obywatelstwo Arabii
Saudyjskiej, wystgpowata na forum Organizacji Narodow Zjednoczonych,
a obecnie szuka meza®. W czerwcu 2022 roku pracownik Google, Blake Le-
moine, stwierdzil, ze wykorzystujacy sztuczng inteligencje chatbot o nazwie
LaMDA zyskat §wiadomos¢ i1 zdolnos¢ odczuwania emocji (Google zaprze-
czyl, a chatbot wynajal prawnika...)*. Z wielka ostro$cia pojawiaja si¢ przed
nami wazne kwestie: Czy sztuczna inteligencja jest kolejnym etapem rozwoju

'Zob.M.Andtfolk,L.Nyholm,H.Eide, L. Fagerstro6m, Humanoid Robots in the
Care of Older Persons: A Scoping Review, ,,Assistive Technology” 34(2022) nr 5, s. 518-526.

2Zob.I.Leite,G.Castellano, A.Pereiraiin., Empathic Robots for Long-term Inte-
raction, “International Journal of Social Robotics” 6(2014) nr 3, s. 329-341.

3 Sophia ma obywatelstwo Arabii Saudyjskiej i szuka meza. Jest robotem, dobreprogramy,
https://www.dobreprogramy.pl/sophia-ma-obywatelstwo-arabii-saudyjskiej-i-szuka-meza-jest-
robotem,6820095894465376a

4 Zob. J. K v el er, Sztucznej inteligencji jest smutno. LaMDA przekonuje, ze jest ,,0s0bq”, ze
Swiadomosciq i Zyciem wewnetrznym, Onet.pl, https:/kultura.onet.pl/lamda-sztuczna-inteligencja-google-
twierdzi-ze-jest-swiadoma/htclckj.
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ludzkiej wolnosci i sprawczosci, czy ich zagrozeniem? Czy rozwoj sztucznej
inteligencji zmierza do zbudowania bytow obdarzonych swiadomoscia, inte-
lektem 1 wolna wola? Czy tworzenie sztucznej inteligencji uczy nas czego$
o naszych witasnych umystach i — wobec tego — pozwoli na ich ulepszanie?
Pytania mozna mnozy¢, ale jedno nie ulega watpliwosci: sztuczna inteligencja
pozostanie z nami, a zatem nie mamy wyjscia, musimy ja — i si¢ zZ nia — oswoic,
jesli nie chcemy stawac sig coraz bardziej bezradni 1 niepewni w obliczu jej
nieuchronnego oddzialywania na nasze zycie.

Na czym takie oswojenie miatoby polega¢? Sztuczna inteligencja tak
szybko weszta na rynek, ze nawet nie zdajemy sobie sprawy, w ilu uzywa-
nych przez nas urzadzeniach jest obecna. W tym sensie si¢ z nig oswajamy:
przyzwyczajamy si¢ do niej i zaczynamy ja traktowac jako (juz) oczywisty
1 neutralny element naszego $wiata. Czy jednak rzecz jest az tak prosta? Wy-
daje sig, ze nie, a pewne intuicje potwierdzajace ten fakt znajdziemy w Stow-
niku Jezyka Polskiego PWN: ,,«Oswoic» to 1. «przyzwyczai¢ do kogo$ lub
do czego$ albo zapoznaé z czyms$y; 2. «przyzwyczai¢ dzikie zwierzgta do
przebywania wérdd ludzi lub do shuzenia ludziom»™”. Pierwsze znaczenie su-
geruje, ze oswajanie sztucznej inteligencji wymaga nabywania wiedzy na jej
temat. ,,Oswoi¢” znaczy tu do pewnego stopnia ,,zrozumie¢”. Problemami
dotyczacymi sztucznej inteligencji z pewnoscia zajmuja si¢ przedstawiciele
nauk $cistych i technicznych, ale jej poznanie ma tez inny aspekt: podobnie
jak wszelkie artefakty, wymaga ona szerokiego namystu filozofow, kulturo-
znawcow, teoretykow informacji 1 komunikologéw, socjologdéw, pedagogow,
przedstawicieli nauk humanistycznych, a nawet teologéw. Porzucamy bowiem
powoli ideg, ze artefakty techniczne stanowia jedynie przedtuzenie ludzkiej
reki, umystu i woli. Sa one nasycone wartosciami, a ich zaistnienie i funkcjo-
nowanie zmienia nasz $wiat i nas samych®. Badania nad sztuczna inteligencja
1 jej sukcesy wybitnie przyczynily si¢ do rozpoznania tego faktu, powodujac
burzliwe dyskusje z ogromna polaryzacja stanowisk, ktorej towarzysza rownie
silne emocje — tak pozytywne , jak 1 negatywne. Trudno spodziewac sig, by
,»ZWykly zjadacz chleba” byt w stanie cho¢ pobieznie opanowac¢ wiedzg specja-
listyczna i zrozumie¢ partykularne rozwiazania informatyczne, ale juz namyst
nad konsekwencjami funkcjonowania i wykorzystywania sztucznej inteligen-
cji staje si¢ naszym obowiazkiem wtasnie jako jej uzytkownikow. Wszak de-
cydujac si¢ na przyklad na wzigcie kota, powinni§my si¢ nauczy¢ co nieco
o kotach, o ich psychice, o konsekwencjach posiadania kota, o mozliwych
zmianach w domowych relacjach... Per analogiam mozna to samo powiedzie¢

5 Stownik Jezyka Polskiego PWN, hasto ,,Oswoi¢”, https:/sjp.pwn.pl/szukaj/oswoi%C4%87.html.
¢ Zob.R.Lizut, Technika a wartosci. Spor o aksjologicznq neutralnosé artefaktow, Wydaw-
nictwo Naukowe Academicon, Lublin 2014
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o sztucznej inteligencji, nawet jesli nie jest to — jeszcze — stworzenie zywe.
Wazne jest przede wszystkim spojrzenie na relacje czlowiek—sztuczna inteli-
gencja. Rysuja si¢ dwa istotne aspekty tej relacji. Pierwszy wiaze si¢ z moz-
liwoscia tworzenia robotow humanoidalnych czy systeméw informatycznych
przyjaznych badz nieprzyjaznych cztowiekowi. W tym wiasnie kontekscie
pojawia si¢ sugestia implikowana przez drugie stownikowe znaczenie terminu
,0SW0i¢”: przystosowac ,,do stuzenia ludziom”. Postulat taki zostal wprost
wyrazony w roku 2017 podczas zorganizowanej przez Future of Life Institute
konferencji ,,Beneficial Al 2017, ktora odbyta si¢ w Asilomar w Kalifornii
1 zgromadzila tworcow sztucznej inteligencji z catego $wiata. Sformutowano
wowczas zasady, ktorymi nalezy si¢ kierowac rozwijajac sztuczna inteligen-
cje. Wedhug pierwszej z nich ,,celem badan nad rozwijaniem SI nie powinno
by¢ tworzenie inteligencji nieukierunkowanej, ale inteligencji dobroczynne;j’”;
zasada jedenasta glosi natomiast, ze ,,systemy SI powinny by¢ tak projektowa-
ne 1 tak dziata¢, by byly kompatybilne z ideatami godnosci, praw i wolnos$ci
cztowieka oraz kulturowej roznorodnosci”®. Ostatnia za$, dwudziesta trzecia
zasada, dotyczaca rozwoju tak zwanej mocnej sztucznej inteligencji, podkre-
sla: ,,Superinteligencja powinna by¢ rozwijana jedynie w stuzbie powszechnie
wyznawanych idealow etycznych i stuzy¢ dobru ludzkosci, nie za$ jednemu
panstwu czy jednej organizacji’. Latwiej oczywiscie powiedzie¢ niz zrobi€.
I tu pojawia si¢ drugi wazny aspekt relacji czlowiek—sztuczna inteligencja, do-
tyczacy algorytmow, dzigki ktorym sztuczna oddziatuje na praktyki spoteczne
1 organizacyjne grup ludzkich, przede wszystkim na strategie komunikacyjne,

sposoby okreslania wtasnej tozsamosci, modele tworzenia wspolnot przy uzy-
ciu posrednikow cyfrowych czy sposoby sprawowania wtadzy i kontroli w or-
ganizacjach. Warto w tym kontekscie rozwazyc¢ takze, w jaki sposob zmieni si¢
nasze zycie, gdy wyposazone w sztuczng inteligencj¢ maszyny przestana by¢
jedynie narz¢dziami 1 stang si¢ integralnymi czg¢§ciami naszych cial i umystow.
Z jednej strony wydaje sig, ze nie chcemy utraci¢ ,,siebie”’: §wiadomosci i od-
regbnosci wlasnego istnienia, ale z drugiej strony chcemy zy¢ wygodnie i bez-
piecznie, zachowujac jakos¢ zycia odpowiednia dla obowiazujacego wzorca
kulturowego. Cho¢ sztuczna inteligencja nie jest jeszcze istota samodzielnie
myslaca, ludzkie mys$lenie o Swiecie 1 sam ludzki §wiat niewatpliwie zmieniaja
si¢ w nastepstwie jej wykorzystania przez czlowieka. Realizujac pragnienie
fatwosci i szybkosci dostepu do informacji, stajemy si¢ jednoczesnie ,,widocz-
ni” dla cyfrowych oczu. Jak wowczas ,,wywazy¢” granice migdzy korzysciami

" AI Principles, Future of Life Institute, https:/futureoflife.org/open-letter/ai-principles/. Ttu-
maczenie fragmentow obcojgzycznych — A.L.K.

§ Tamze.

? Tamze.
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wynikajacymi z korzystania ze sztucznej inteligencji, a niebezpieczenstwem
utraty prywatnos$ci? Obecnie to nie tylko dylemat uzytkownika narzadzi elek-
tronicznych, ale takze jeden z gléwnych problemow cywilizacyjnych.

Proces ,,oswajania” sztucznej inteligencji zmienia cztowieka tak, jak udo-
mowienie zwierzat zmienito zycie 6wczesnych towcoéw . W obrebie naszego
swiata 1 akceptowanych przez nas wartosci, takich jak wymiana, wspotpraca
czy komunikacja, musimy wyksztalci¢ w sobie nowe umiejetnosci, a by¢ moze
nawet przedefiniowac istot¢ rozmaitych proceséw czy relacji miedzyludzkich,
jak choc¢by przyjazn, wspdlpraca czy troska o jakos$¢ zycia. Analogia migdzy
procesem udamawiania zwierzat a oswajaniem sztucznej inteligencji nie jest
jednak caltkowita. Jako tworcy inteligentnych maszyn mamy bowiem trudnos¢
z podjeciem decyzji, czy chodzi nam o coraz doskonalsze urzadzenia, czy tez
o stworzenie istot autonomicznych, ktore beda podejmowac decyzje niejako bez
nas. Ta druga ewentualno$¢ stata si¢ juz w pewnym stopniu rzeczywistoscia.
W roku 2021 glosnym echem odbit si¢ raport Rady Bezpieczenstwa ONZ do
spraw Libii na temat dronéw bojowych zastosowanych w w tym kraju, ktore
same namierzyly i zaatakowaty zotnierzy (i prawdopodobnie zabity) bez roz-
kazu cztowieka'®. Istnieja tez tak zwane roboty spoteczne, ktore Kate Darling
z Massachusetts Institute of Technology definiuje jako materialne, autonomiczne
podmioty dziatajace, komunikujace si¢ i wchodzace w interakcje z cztowiekiem
na poziomie emocjonalnym''. Sg one czyms$ wigcej niz roboty autonomiczne,
realizujace zadania niezaleznie i w znacznych odleglosciach od cztowieka. To
roboty, ktore maja wchodzi¢ w interakcje 1 wspotpracowac z cztowiekiem jako
jego partnerzy, a by¢ moze nawet zastgpowac ludzi jako naturalnych partnerow
komunikacji. Patrzac na osiagnigcia robotow empatycznych, jakim jest na przy-
ktad KASPAR (Kinesics and Synchronization in Personal Assistant Robotics),
stuzacych dzieciom autystycznym jako towarzysze'?, czy robotow w rodzaju Paro
czy Pearl, zaprojektowanych jako wspomaganie osob starszych w ich codzienno-
$cil?, przestajemy si¢ dziwi¢, gdy docieraja do nas informacje o badaniach nad
psychologicznym kontraktem miedzy cztlowiekiem a robotem'4, o pojawieniu

10 Zob. A.Stryjewska, Autonomiczny dron zaatakowal zoinierzy, PCWorld, https://www.
pceworld.pl/news/Autonomiczny-dron-zaatakowal-zolnierzy,428254.html.

' Por. K. D arling, Extending Legal Protection to Social Robots, w: Robot Law, red. R. Calo,
M. Froomkin, I. Kerr, Edward Elgar Publishing, Cheltenham, UK, s. 215.

12 Zob. Kaspar the Social Robot, University of Hertfordshire, https://www.herts.ac.uk/kaspar/
the-social-robot.

3 Zob.J.Broekensiin., Assistive Social Robots in Elderly Care: A Review, “Gerontech-
nology” 8(2009), nr 2, s. 94-103.

4 Zob.np. A. Rogozinska-Pawetczyk, Towards Discovering Employee-Robot Inter-
action: Aspects of Concluding the Psychological Contract, ,,Education of Economists and Manag-
ers” 58(2020) nr 4, s. 9-20. Kontrakt psychologiczny to zbior wzajemnych niepisanych oczekiwan
istniejacych migdzy pracownikami a pracodawcami w organizacji.
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si¢ psychiatrii robotow'> czy tez o przyznawaniu praw robotom i nadawaniu
im osobowosci prawnej'®. By¢ moze zatem racj¢ miat lis z Malego ksiecia An-
toine’a de Saint-Exupéry’ego, twierdzac, ze ,,0swoi¢” znaczy ,,stworzy¢ wig-
zy”"? Lis wyjasniat jeszcze doktadniej: ,,Jezeli mnie oswoisz, bedziemy sig
nawzajem potrzebowac. Bedziesz dla mnie jedyny na $wiecie. I ja bedg dla
ciebie jedyny na $wiecie™'®. Czy bedziemy zatem kiedy$ mowic: ,,Moj ty je-
dyny, najdrozszy robociku”? Badacze pracujacy w nowej dziedzinie HRI (hu-
man-robot interaction) twierdza, ze juz to si¢ do pewnego stopnia dzieje i nasze
emocjonalne podejécie do robotow zmienia si¢ radykalnie: ufamy ich radom,
przywiazujemy si¢ do nich, a nawet traktujemy jako zyciowych partnerow'.
Rozwdj sztucznej inteligencji nas fascynuje, a zarazem przeraza. Jest w nas
strach Wiktora Frankensteina. Chcac stworzy¢ ,,sztuczng” istotg, obdarzona
duza inteligencja i wykonujaca polecenia stworcy, powotat do istnienia po-
twora, ktory zamiast pomagacé, stat si¢ dla ludzi zagrozeniem. Historia jest
wprawdzie fantastyczna, ale lgk przed ,,sztucznym” czlowiekiem jest jak
najbardziej realny. Mtoda angielska pisarka Mary Shelley zatytulowata swa
powies¢ z 1818 roku Frankenstein, czyli Wspotczesny Prometeusz®. Zesta-
wienie ,,wytworu” doktora Frankensteina ze ,,wspotczesnym Prometeuszem”
jest zaskakujace, a jednoczesnie trafne. Mitologiczny Prometeusz ulepit i ozy-
wil cztowieka, wbrew woli Zeusa podarowal mu ogien, a potem nauczyt go
przetapia¢ metale, uprawiac rolg, ku¢ zbroje, budowa¢ domy, czytac, pisac
1 ujarzmiac sity przyrody. Dar zycia i ognia wiazal sig tez jednak z zagroze-
niami — z nieprzychylnoscia greckich bogdéw i kara, jaka spotkata cztowieka
w wyniku otwarcia przez Pandorg puszki z nieszczg$ciami. Frankenstein takze
tworzy cztowieka — cztowieka sztucznego, ktorego wyposaza w silg i inteli-
gencjg, ale nie w rozumienie $wiata. Odrzucony przez ludzi, potwor obraca
si¢ przeciwko swojemu stworcy i staje si¢ niebezpieczny. Dzi$ to my stajemy
si¢ wspotczesnymi prometeuszami. Dzigki programistom, inzynierom, tre-
nerom umiejgtnosci sztucznej inteligencji otrzymujemy nowe technologie,
ktore ,,rozszerzaja” ludzkie mozliwosci. Otrzymujemy tez inteligentne robo-

15 Zob. np. O. P acelt, Psychiatra dla robota? Joanne Pransky, https:/botland.com.pl/blog/
psychiatra-dla-robota-joanne-pransky/. Takze W. Zokcinska, Psychiatra robotéw, ,,Computerworld”,
27.08.2020, https://www.computerworld.pl/wywiad/Psychiatra-robotow,422594.html.

1© Zob.np. K. Biczysko-Pudetko,D.Szostek, Koncepcje dotyczace osobowosci
prawnej robotow — zagadnienia wybrane, ,,Prawo Mediéw Elektronicznych” 2019, nr 2, s. 9-15.

" A. de Saint-Exupéry, Maly Ksiqze, ttum. J. Szwykowski, Instytut Wydawniczy Pax,
Warszawa 1958, s. 61.

18 Tamze, s. 62.

1 Zob. np. Dla gumowej lalki porzucit Zone i dzieci, Polish Express. Styl zycia, https:/www.
polishexpress.co.uk/dla-gumowej-lalki-porzucil-zone-i-dzieci.

2 Zob. M. Shelley, Frankenstein, czyli Wspolczesny Prometeusz, thum. M. Plaza, Wydaw-
nictwo Vesper, Czerwonak 2013.
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ty, ktére wykonuja za cztowieka pracg. Dzigki sztucznej inteligencji mamy
nowe mozliwo$ci wyszukiwania, segregowania i porzadkowania nieprzebranej
ilosci danych; sztuczna inteligencja moze pisac teksy, tworzy¢ obrazy, pisac
pogramy komputerowe, rozpoznawac twarze i odpowiada¢ na nasze emocje.
Coraz czg$ciej w operacjach biora udziat roboty kardiochirurgiczne. Nanoboty
umozliwiaja diagnozowanie chordb i ich leczenie, pomagaja w poszukiwaniu
informacji o dawcach i biorcach organéow o odpowiedniej zgodnosci tkanko-
wej. Interfejs taczacy ludzki mézg z komputerem moze spowolni¢ procesy
biologiczne zwiazane z rozwojem choréb Parkinsona i Alzheimera, a takze
poprawiac¢ naturalne ludzkie zdolnos$ci poznawcze?!. To ewidentnie szanse
dla poszczegodlnych ludzi, a by¢ moze dla catej ludzkosci. Dlugo by mozna
wymieniac¢ juz osiagnigte i spodziewane korzysci rozwoju sztucznej inteli-
gencji. Mity 1 literatura ostrzegaja nas jednak przed przekraczaniem pewnych
granic zwiazanych z wykorzystywaniem techne w odniesieniu do ludzkiego
ciata i umystu, nasze twory moga bowiem ,,wyrwac si¢” spod naszej kontroli.
Powaznie trzeba traktowac pytanie, na jakie ingerencje w ludzkie ciato 1 umyst
mozemy sobie pozwoli¢, a jakie dzialania powinny by¢ zabronione. Jakie kie-
runki badan nad sztuczng inteligencja powinny by¢ rozwijane, a jakie by¢
nalezy porzuci¢? Pytania tego rodzaju wpisuja si¢ w perspektywe techniczna,
ale tez prawna, filozoficzno-etyczna, a by¢ moze rowniez teologiczna®.
Proces oswajania natury, czyli udomowienia ,,dzikich” ro$lin i zwierzat,
zabral czlowiekowi kilka tysigcy lat i mial swoje konsekwencje na przyktad
w postaci transferu chordb zakaznych przenoszonych na ludzi. Obecnie nie
mamy tak duzo czasu, musimy si¢ szybciej przystosowac¢ do zycia w Swie-
cie systemow techniki. Jakie koszty bedzie miato wykorzystanie robotow
w obszarze codziennego funkcjonowania oraz wprowadzenie elementow
robotycznych w obreb ludzkich ciat i umystéw, by zwigkszy¢ pojemnos¢ pa-
migci naszego mozgu i nasza zdolnos¢ przyswajania danych, by poprawic lub
zwigkszy¢ mozliwosci szybkiego poruszania sig, percypowania rzeczy, prze-
kazywania emocji na odlegtos¢? W obu wypadkach moga zadziata¢ mecha-
nizmy przystosowania, ale czy przystosowanie zawsze oznacza lepsze zycie?
Konsekwencja oswajania zwierzat stata si¢ odporno$¢ biologiczna populacji
ludzkiej, konsekwencja oswajania sztucznej inteligencji moze by¢ wytworze-
nie przez czlowieka nowych kompetencji — informatycznych, technicznych,
medialnych, ale tez wymuszenie zmiany stylu jego zycia. Ale czy tylko to?

21 Zob.K.Halicka,D.Surel, Smart Living Technologies in the Context of Improving the
Quality of Life for Older People: The Case of the Humanoid Rudy Robot, ,,Human Technology”
18(2022) nr 2, s. 191-208.

2 Zob.E.Nosarzewska, 2030. Czy sztuczna inteligencja moze by¢ etyczna? Raport PEW
Reserch Center, Polskie Towarzystwo Studiow nad Przyszloscia, https:/ptsp.pl/sztuczna-inteligen-
cja-etyka/.



Od Redakcji 11

Z jednej strony, wykorzystujac sztuczng inteligencjg, dostrzegamy szansg na
,ulepszenie” ludzkiego zycia, nie chcac zarazem traci¢ z oczu zwiazanych
z tym zagrozen. Chodzi przeciez nie tylko o wydtuzone $wiadome istnienie,
ale takze o zycie sensowne. Z drugiej strony obawiamy si¢ utraty wolnos$ci
1 $wiata, ktory poddany zostanie catkowitej kontroli i w ktorym kazdy nasz
ruch bedzie drobiazgowo odnotowywany. W $wiecie takim utraty wolnosci
mozemy jednak nie zauwazy¢, wspotczesne formy zniewolenia maja bowiem
posta¢ ,,migkka” i1 dlatego tak trudno dostrzec, ze niosa w sobie potencjal-
nos¢ zagrozenia. Pozostaje pytanie, co przewazy i czy jesteSmy gotowi, zeby
zmierzy¢ si¢ z wyzwaniami, ktore staja przed nami w zwiazku z postgpujacym
rozwojem sztucznej inteligencji? 1 czy ostatecznie sztuczna inteligencja sig
,usamodzielni”, uznajac nas za nizszy, a by¢ moze nawet zbgdny i szkodliwy
gatunek?

Pytania te stawiane sg tak przez naukowcow, jak i przez zwyktych ludzi,
a doniesienia medialne o kolejnych sukcesach sztucznej inteligencji jedynie
podsycaja angazujace emocjonalnie spory. Emocje czesto jednak zaciemniaja
merytoryczna strong problemu i dlatego niezbedne sa platformy kompetent-
nych, rzetelnych, spokojnych debat nad kierunkiem rozwoju sztucznej inteli-
gencji. Niniejszy tom ,,Ethosu” wychodzi naprzeciw tej potrzebie. Artykuly
w nim zebrane tworzg interdyscyplinarna mapg probleméw waznych nie tylko
z punktu widzenia srodowisk zainteresowanych instrumentalnym wykorzysty-
waniem rosnacych zasobow sztucznej inteligencji, ale takze z punktu widzenia
,»zWyktego” uzytkownika nowoczesnej techniki. Niezaleznie bowiem od tego,
jak bardzo dystansujemy si¢ od wspotczesnych wytworéw techne, i tak zostaje-
my niejako ,,wkomponowani” w obszar jej oddzialywania. Autorzy artykutow
analizuja zjawiska kulturowe zwiazane z funkcjonowaniem cztowieka w coraz
Scislejszej relacji z maszynami (robotami, chatbotami czy autonomicznymi
systemami elektronicznymi). Interesuja ich zar6wno poziom ontologiczny zja-
wisk (czym w istocie jest co$, co nazywamy sztuczng inteligencja i jaki cha-
rakter bytowy maja relacje miedzy czlowiekiem a dynamicznie rozwijajaca si¢
jej rzeczywistoscia), jak i przemiany zachodzace w zbiorowej i indywidualne;j
swiadomosci cztowieka, dokonujace sig¢ pod wpltywem coraz intensywniejsze-
go kontaktu z wytworami technologii informacyjnych. Ostatecznym celem
jest wigc analiza zjawisk zwiazanych z wykorzystywaniem artefaktow $wiata
technicznego, a by¢ moze nawet ze wspotbyciem czlowieka z tego rodzaju ar-
tefaktami (poprzez rozszerzenie, cyborgizacje czy augmentacje). Namyst nad
wszystkimi tymi zjawiskami stanowi element oswajania sztucznej inteligencji
W sensie ,,zapoznania si¢” z nig oraz proby jej ,,zrozumienia”, a poprzez to
niejako ,,uczynienia wltasnym” $wiata, w ktérym jest ona w coraz mniejszym
stopniu instrumentem, a w coraz wigkszym stopniu wspottowarzyszem. Liczy-
my, ze tom ,,Ethosu” poswigcony tym kwestiom stanowi¢ bedzie zachete do
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refleksji w czasach, gdy nadal towarzyszy nam nadzieja, ze nie jest jeszcze za
p6zno na §wiadome sterowanie kierunkiem prac nad sztuczng inteligencja.

Agnieszka Lekka-Kowalik
Mariusz Wojewoda



