OD REDAKCIJI

ROZWIJAC CZY NIE ROZWIJAC?
OTO JEST PYTANIE

Niewiele jest dzis tematow, ktore tak bardzo rozbudzaja i ozywiaja zbio-
rowa wyobraznig, jak zagadnienia zwiazane z rozwojem sztucznej inteligencji
(SI, ang. artificial intelligence — Al), czgsto majace posmak sensacji. Ogromne
rzesze ludzi $ledza na biezaco medialne doniesienia o nowych technologiach
inowych obszarach ich zastosowan, a takze o kontrowersjach wywotywanych
przez nie zawsze w petni przemyslany i1 kontrolowany proces wdrazania tech-
nologii SI. Powszechnie panuje przekonanie, ze w niedalekiej przysztosci doj-
dzie do radykalnych i zasadniczych zmian, zar6wno w najblizszym otoczeniu
cztowieka, jak tez w ludzkim sposobie bycia i dziatania. Niektore scenariusze,
szkicowane przez takich myslicieli jak na przyktad Nick Bostrom', Max Teg-
mark?, Ray Kurzweil’, czy Kevin Warwick* zakladaja, ze w niedtugim czasie
nastapi eksplozja superinteligencji, ktora osiagnie potencjal umozliwiajacy jej
kontrolg nad swiatem. 22 marca 2023 roku na stronach Future of Life Institute
opublikowano list otwarty wzywajacy wszystkie laboratoria pracujace obecnie
nad sztuczna inteligencja do natychmiastowego zatrzymania na co najmniej
sze$¢ miesigcy rozwoju i szkolenia systemow Al silniejszych niz Generative
Pre-trained Transformer 4 (GPT-4) firmy OpenAl’. Pod listem podpisali si¢
migdzy innymi Elon Musk, Yuval Noah Harari, Steve Wozniak, Jaan Tallinn
i wielu badaczy z obszaru Al. List wyluszcza znane z mass mediéw (a tak-
ze z filméw 1 literatury) obawy przed sztuczna inteligencja wyzsza niz ludzka.

"N.Bostrom, Superintelligence: Paths, Dangers, Strategies, Oxford University Press,
Oxford 2014.

2 M.Tegmark, Life 3.0: Being Human in the Age of Artificial Intelligence, Knopf Publishing
Group, New York 2017.

3 R.Kurzweil, The Age of Spiritual Machines: When Computers Exceed Human Intelligence,
Penguin Books, New York and London 2000.

* R.Warwick, March of the Machines: The Breakthrough in Artificial Intelligence, Univer-
sity of Illinois Press, Champaign 2004.

5 Zob. Pause Giant AI Experiments: An Open Letter, https:/futureoflife.org/open-letter/pause-
giant-ai-experiments/.
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»~Musimy — gtosi list — zada¢ sobie pytanie: czy powinni$my pozwoli¢ maszynom
zalewac¢ nasze kanaty informacyjne propaganda i nieprawda? Czy powinnismy
zautomatyzowac wszystkie zadania, w tym te [nas] spetniajace? Czy powinnismy
rozwijac pozaludzkie umysty, ktore moga ostatecznie przewyzszy¢ nas liczebnie,
przechytrzy¢, uzna¢ za przestarzatych i zastapic? Czy powinnismy ryzykowaé
utrate kontroli nad nasza cywilizacja?””®. Rownie czgsto jak o zagrozeniach sty-
szymy tez o korzysciach ptynacych z wykorzystania SI, poczynajac od szybkiego
dostegpu do informacji, poprzez wzrost wydajnosci pracy, bezpieczenstwa (a takze
innych spotecznych wartosci, na przyktad edukacji czy demokracji), az po opieke
nad osobami starszymi czy chorymi. Doniesien o kolejnych osiagnigciach jest
imponujaco duzo. Sledzac nowiny ze §wiata SI, nieodmiennie oscylujemy migdzy
fascynacja i pelnym nadziei oczekiwaniem a niepokojem i lgkiem o przysztos¢. To
nie przypadek, zardbwno bowiem obawy, jak i nadzieje sg catkowicie uzasadnione.
Racja jest fundamentalna: juz dzi§ mozna dostrzec, jak wiele waznych zmian
dokonato si¢ i wciaz dokonuje praktycznie we wszystkich obszarach codzien-
nego zycia ludzi pod wplywem coraz intensywniejszego nasycenia srodowiska
obiektami wyposazonymi w sztuczng inteligencj¢. Spodziewamy si¢ zatem, ze
jeszcze wigcej nowosci pojawi si¢ nadchodzacych latach.

Rozpatrywane sa rozne prognozy dotyczace miejsca i roli cztowieka w swiecie
opanowanym przez samodoskonalaca si¢ superinteligencjg —od wizji optymistycz-
nych, przewidujacych, Ze caly stale rosnacy potencjal intelektualny i1 sprawczy SI
wykorzystywany bedzie dla dobra ludzkosci, az po skrajnie katastroficzne, zapo-
wiadajace zagtade ludzkosci i kolonizacje catego wszechswiata przez uwolniong
zwigzow zalezno$ci od cztowieka nowa postac inteligentnego zycia’. Trudno orzec,
ktora z prognoz jest blizsza spelnienia. Wydaje si¢ jednak wysoce prawdopodobne,
ze cywilizacja naukowo-techniczna nicodwracalnie weszta juz na drogg wiodaca
ku autonomicznej technoewolucji (przepowiedzianej juz w latach sze§¢dziesiatych
ubieglego wieku przez Stanistawa Lema w dziele Summa technologiae®), ktora
moze wymkna¢ si¢ spod ludzkiej kontroli. W celu prowadzenia refleksji nad SI
powstaty migedzy innymi Consortium for the Benevolent Consciousness of Artifi-
cial Intelligence, Future of Life Institute i inne podobne organizacje o §wiatowym
zasiggu, a Organizacja Narodow Zjednoczonych rozwaza powotanie agendy zaj-
mujacej si¢ SI na wzor Migdzynarodowej Agencji Energii Atomowe;j’.

¢ Tamze (thum. fragm. A.L.K., KW))

7 Por. E. Y ud k o ws ky, Artificial Intelligence as a Positive and Negative Factor in Global
Risk, w: Global Catastrophic Risk, red. N. Bostrom, M. Cirkovi¢, Oxford University Press, Oxford
2008, s. 308-362.

§ Zob. S. L e m, Summa technologiae, Wydawnictwo Literackie, Krakow 1964.

® Zob. M. D ru §, Sekretarz generalny ONZ jest za miedzynarodowym nadzorem nad sztuczng
inteligencjq, https://www.pb.pl/sekretarz-generalny-onz-jest-za-miedzynarodowym-nadzorem-nad-
sztuczna-inteligencja-1187767.
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Tytutowe pytanie ma wlasciwie charakter retoryczny. Sztuczna inteligencja
bedzie trwalym elementem naszego ludzkiego $wiata, wptywajac na ksztatt
zycia i wartosci. Obecne czasy nazywane sa czwarta rewolucja przemystowa.
Swiadomo$é, ze w dziejach ludzkosci i w organizacji §wiatowego tadu nadcho-
dza wielkie, znaczace zmiany, budzi potrzebe racjonalnego, odpowiedzialnego
namystu nad dtugofalowym planem dziatania, wyzwala szeroka skalg¢ emocji,
pobudza wyobraznig. Suma tych trzech elementoéw, a doktadniej ich wzajemne
oddzialywanie i emergentna interferencja, wytwarza cenny kapitat kulturowy,
ktory jako ludzkos¢ powinnisSmy jak najlepiej wykorzysta¢ w trosce o lepsza
1 bezpieczniejsza przysztos¢ calej planetarnej populacji oraz jej naturalnego
i cywilizacyjnego srodowiska.

O problemach zwiazanych ze sztuczna inteligencja mozna myslec i pisaé
na wiele sposobow. Mozna do nich podchodzi¢ w sposob $cisle techniczny, for-
mutujac konkretne zadania konstrukcyjne i poszukujac srodkow ich realizacji;
mozna rozpatrywac te problemy w aspektach: ekonomicznym, ekologicznym,
prawnym, etycznym, pedagogicznym i innych; mozna pyta¢ o mozliwosci
zastosowan SI w wielu waznych dziedzinach zycia i pracy: w przemysle, w na-
uce, w tworczosci artystycznej, w shuzbie zdrowia, w nauczaniu i wychowaniu
czy w wojskowosci. Wszystkie te kwestie sa wazne i pilne, wymagaja wytezo-
nej pracy koncepcyjnej oraz jak najlepszej organizacji i synchronizacji dzialan.
Nalezy tez zwréci¢ uwage na dwa obszary wymagajace refleksji, ktore sa
réwnie wazne, lecz trudniej uchwytne, bo nie mieszcza si¢ w ramach konkret-
nych dyscyplin i kompetencji. Pierwszy z nich to troska o szeroko rozumiane
cyberbezpieczenstwo. Obejmuje ona migdzy innymi namyst nad sposobami
skutecznej ochrony ludzkos$ci przed uzyciem zasobow SI w ztej wierze i dla
osiagnigcia niegodziwych celow — na przyktad przez grupy przestepcze czy
terrorystyczne, ale takze przez osoby i srodowiska dazace do zdobycia prze-
wagi nad innymi za pomoca nieetycznej manipulacji technologia SI, poprzez
wykorzystanie jej na przyktad przeciwko konkurentom lub przeciwnikom
w walce o rzadkie zasoby. Inny aspekt cyberbezpieczenstwa, ktorego takze nie
mozna pomina¢, to opracowanie zawczasu jak najefektywniejszych srodkow
zaradczych chronigcych przed uruchomieniem (§wiadomym lub mimowol-
nym) niepozadanych 1 niebezpiecznych $ciezek rozwoju SI, prowadzacych
do autonomicznego i niekontrolowanego tworzenia systemow, programow
i technologii posrednio lub bezposrednio zagrazajacych ludziom. Wszystkie
te zagrozenia sg realne i pominigcie ich w publicznej debacie oraz w specjali-
stycznym dyskursie naukowym bytoby niewybaczalng lekkomys$Ino$cia. Drugi
obszar wymagajacy glgbokiego namystu to kwestia relacji migdzy ludzmi
a systemami sztucznej inteligencji. Chodzi przede wszystkim o wypracowanie
funkcjonalnych i dobrze osadzonych w realiach kulturowych modeli myslenia,
zachowan i odniesien do nowo powstajacej i niekiedy zaskakujacej (pozytyw-
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nie lub negatywnie) cywilizacyjnej przestrzeni oddzialywan migdzy ludzka
a nie-ludzka inteligencja; modeli pozwalajacych wzmocni¢ pozytywne inte-
rakcje w obrgbie owej przestrzeni oraz w miar¢ mozno$ci unikac tych ztych,
niepokojacych 1 niebezpiecznych.

Im bardziej zmienia si¢ Swiat wokot nas, wypehniajac si¢ w coraz wigkszym
stopniu zlozonymi, niezrozumiatymi i nieprzewidywalnymi narzgdziami, mo-
gacymi stuzy¢ cztowiekowi i poszerzac jego horyzonty, ale tez stawia¢ przed
soba i realizowa¢ wlasne cele, rowniez cele niezgodne z interesem ludzkosci,
tym bardziej powinni$my zadba¢ o wytworzenie bezpiecznej strefy psychicz-
nego komfortu, opartej na rzetelnej wiedzy, a takze na madrze skonstruowa-
nych tekstach kultury'®, pomagajacych zwyklemu cztowiekowi przezwycigzy¢
wrazenie obcosci czy moze nawet niesamowitosci SI i poczu¢ si¢ komfortowo
w otoczeniu tak bardzo do nas podobnych i rownocze$nie tak bardzo odmien-
nych bytow, wyposazonych w ,,prawie ludzka” inteligencjg, a przy tym znacz-
nie wyprzedzajacych nas w coraz to nowych obszarach kompetencji. Nie jest
to latwe zadanie, lecz nie wolno zaniedbac jego realizacji, gdyz zaniedbanie to
skutkowatoby wyobcowaniem czlowieka w swiecie, w ktorym ustalanie zasad
1 regul postgpowania stopniowo przestanie by¢ wylaczna domena ludzi. Trzeba
rowniez zaakceptowac nieuchronny proces metamorfozy ludzkiej tozsamo-
$ci, wywotany przez implantacj¢ zaawansowanych wytwordw inteligentnej
technologii w obreb ciata ludzkiego, badz tez przez zmiany funkcjonowania
kory mozgowej pod wptywem nieprzerwanego kontaktu z elektronicznymi
narz¢dziami komunikacji. Co wigcej, nie chodzi tylko o mentalne 1 beha-
wioralne dostosowywanie si¢ jednostek do nowych aspektow zewngtrznej
1 wewngtrznej rzeczywistosci sztucznej inteligencji. To rowniez wykreowanie
nowych ram kulturowych, kodow i idiomow, w ktorych dokona sig sui gene-
ris naturalizacja sztucznej inteligencji. Sam termin ,,sztuczna” niesie w sobie
niepokojaca dwuznaczno$¢. Pierwsze znaczenie stowa ,,sztuczny” (ang. arti-
ficial) odnosi si¢ do artefaktu, przedmiotu niebedacego czgscia naturalnego
srodowiska, lecz wytworzonego za pomoca narzedzi na podstawie uprzednie-
go projektu. Mamy tu do czynienia z opozycja sztuczny-naturalny, w sensie
zrddta zaistnienia: zrobione przez cztowieka-zrodzone przez przyrodg. To zna-
czenie pozostaje w mocy, cho¢ coraz wigcej elementow naszego srodowiska
naturalnego to artefakty. Czymze jest na przyktad ogroéd, w ktorym miejsce
kazdej rosliny zostato zaplanowane, a te pojawiajace si¢ samoistnie sg bez-
wzglednie usuwane? Zapewne naturalnym artefaktem...W stowie ,,sztuczny”
pobrzmiewa takze pewna — co najmniej potencjalnie wykluczajaca — opozycja:
to, co sztuczne, jest nienaturalne, co mozna niekiedy rozumie¢ jako ,,prze-

" A. M aj, Przemiany wiedzy w cyberkulturze: badania nad kultura, komunikacjq, wiedzq
i mediami, Wydawnictwo Uniwersytetu Slaskiego, Katowice 2021.
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ciwne naturze”. Komponent emocjonalno-wartosciujacy pojecia ,,sztucznos$¢”
jest bardzo czgsto negatywny, co nietrudno zauwazy¢ w wielu kontekstach;
cho¢by wowcezas, gdy mowimy o sztucznosci czyjegos zachowania albo gdy
dostajemy w prezencie sztuczne kwiaty zamiast prawdziwych. Takie skojarze-
nia, niekoniecznie u§wiadomione, moéwiac metaforycznie, obciazaja hipoteke
sztucznej inteligencji, poniewaz juz w punkcie wyjscia ewokuja wobec nigj
nieufnos$¢, dystans i rezerwe, jesli nie wreez niecheé. Chyba nadszedt czas, by
przezwycigzy¢ tego typu uprzedzenia. Nie oznacza to bynajmniej bezkrytycz-
nej akceptacji wszelkich kierunkéw rozwoju SI. Chodzi raczej o $wiadomie
krytyczne podejs$cie i mozliwie rzetelng analiz¢ ewentualnych zagrozen, a nie
powielanie negatywnych stereotypow. By¢ moze strach przed SI rzadzaca
swiatem i eliminujaca ludzi jest nieuzasadniony, bo — jak twierdza Jobst Land-
grebe i Barry Smith'' — powstanie tak zwanej silnej sztucznej inteligencji jest
matematycznie niemozliwe, a dopiero ona we wszystkich aspektach mogtaby
przewyzszy¢ inteligencj¢ ludzka. Nie oznacza to, Ze ryzyko egzystencjalne
zwiazane z wykorzystaniem SI w rozmaitych obszarach Zycia spotecznego nie
wymaga namystu, takze etycznego, a nawet regulacji prawnych'.

Proby odpowiedzialnej refleksji nad wieloma z poruszonych wyzej zagad-
nien podejmuja autorzy tekstow zamieszczonych w niniejszym tomie ,,Etho-
su”. Wiele uwagi po§wigcaja oni analizie przemian zachodzacych w jezyku,
ktory staje si¢ narzgdziem kulturowego ,,udomowienia” sztucznej inteligencji.
Podejmuja tez problem funkcji kulturowe;j i znaczenia tekstow literackich po-
swigconych relacjom migdzy czlowiekiem a SI. Szczeg6lnie pasjonujacym
watkiem, ktory pojawia si¢ w artykutach zamieszczonych w tym tomie, jest
pytanie o ,,etyke maszyn™: czy roboty i inne obiekty SI przyswoja sobie wia-
sciwe dla ludzkiej kultury warto$ci i normy etyczne, czy tez stworza wlasna
moralnos$¢, by¢ moze pozbawiong humanistycznej wrazliwosci?'* W przypad-
ku robotow medycznych, ktorym poswigcony jest jeden z tekstow, pytanie to
staje si¢ kluczowe. Rownie pasjonujacym problemem jest kwestia powiazan
migdzy rozwojem SI a imperatywem ochrony $rodowiska naturalnego: czy
sztuczna inteligencja uratuje $wiat dzigki implementacji optymalnych dziatan
proekologicznych w skali planetarnej, czy przeciwnie — przyspieszy globalng
katastrofe?

1'Zob.J.Landgrebe, B. Smith, Why Machines Will Never Rule the World: Artificial
Intelligence without Fear, Routledge, New York — London 2023.

2Do konca 2023 roku Unia Europejska zamierza poddac regulacji prawnej obszar sztucznej
inteligencji. Zob. A. M a j, Unia Europejska coraz blizej AI Act. Nowe prawo ma uregulowaé kwe-
stie sztucznej inteligencji, https:/fakty.tvn24.pl/fakty-o-swiecie/unia-europejska-coraz-blizej-ai-
act-nowe-prawo ma-uregulowac-kwestie-sztucznej-inteligencji-7164166.

B Por. K. Warwick, Cyborg Morals, Cyborg Values, Cyborg Ethics, ,,Ethics and Information
Technology” 5(2003) nr 3, s. 131-137.
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Kazda inicjatywa zmierzajaca do zaangazowania intelektu, uczu¢ i wy-
obrazni we wspdlna pracg nad powszechnie akceptowalnym projektem opty-
malnej koegzystencji (kohabitacji?) cztowieka z obecnie istniejaca i przyszta
sztuczng inteligencja, powinna zostaé przyjgta z zyczliwoscia 1 satysfakcja.
Redaktorzy niniejszego tomu maja nadziej¢, ze zamieszczone w nim prace
autorow pochodzacych z réznych srodowisk akademickich przyczynia si¢ do
poglebienia i upowszechnienia takiego whasnie — catosciowego, integrujacego
rozmaite punkty widzenia i angazujacego wszystkie wymiary ludzkiej percepcji
rzeczywistosci — sposobu ujmowania problematyki sztucznej inteligencji. Co
dalej nastapi, tego nie da si¢ doktadnie przewidzie¢, ale z pewnoscia wiadomo,
ze najgorszym z mozliwych rozwiazan jest obojgtnos¢ wobec nadchodzacej
przysztosci i bierne czekanie na rozwoj wydarzen. Dopoki mamy jakikolwiek
wplyw na kierunki rozwoju SI, musimy uczyni¢ wszystko, by zmaksymali-
zowac szansg¢ na powstanie dobroczynnej sztucznej inteligencji, zyczliwej
1 przyjaznej cztowiekowi w rezultacie intensywnych naukowych badan.

Agnieszka Lekka-Kowalik
Krzysztof Wieczorek





