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Mariusz WOJEWODA"

PROJEKT GOLEM XXV
Oczekiwanie na technologiczna poprawe jakos$ci zycia

Przyjazn z robotem, ktory nie ma osobowosci, albo dowolnie zmienia swojq osobo-
wos¢, wykracza poza zrozumiate dla cztowieka schematy relacji — to jak przyjaznic¢
z sie z kim$ calkowicie racjonalnym, ale niestabilnym psychicznie. Lemowska
myslqca maszyna jest Kims jedynym i odrebnym, a jednoczesnie Kazdym (Kims
dowolnym). Aby sta¢ sie osobq — co w ludzkim przekonaniu jest najdoskonalszq
formgq istnienia — Golem musialaby si¢ umystowo zdegradowaé. Uznanie takiego
stanu rzeczy wprawia nas w konfuzje.

Nie jestem osoba rozumna, lecz Rozumem, co w obra-
ZOWym przesunigciu znaczy, ze nie jestem czyms takim
jak Amazonka lub Baltyk, lecz czyms$ takim jak woda
[w Amazonce lub Battyku - MW]".

Stanistaw Lem

Rozwdj cywilizacji pociaga za sobg zmiany technologiczne. Zjawisko to
nazywane jest w duchu dziewigtnastowiecznego ewolucjonizmu ,,postgpem
technicznym”. Okreslenie to niesie ze soba nadziejg na pozytywna zmiang i na
ukojenie Igkéw przed dramatycznymi wydarzeniami: wojna, epidemiami czy
robotyzacja, ktéra moze nas pozbawi¢ miejsc pracy. Oczekujemy uwolnienia
od sytuacji trudnych, takich jak choroby, cierpienia, przedwczesna $mierc,
doswiadczenie samotnosci. Jednoczesnie oczekujemy sposobu na zapewnie-
nie sobie i swoim bliskim odpowiedniej jakosci zycia. Pytamy, czy poprawy
takiej nalezy oczekiwa¢ w efekcie wprowadzenia rozwiazan proponowanych
przez wspotczesng technike, obecnie zwlaszcza tych zwiazanych ze sztuczna
inteligencja.

Wré¢my do wydanej w roku 1981 ksiazki Stanistawa Lema Golem X1V. Au-
tor postawit w niej wazne pytania dotyczace: (1) miejsca cztowieka w Swiecie
przyrody, (2) roli inteligentnej maszyny w rozwiazywaniu ludzkich problemow,
(3) przysztosci ludzkiej cywilizacji. Jego rozwazania maja charakter futuro-

"Dr hab. Mariusz Wojewoda, prof. US - Instytut Filozofii, Uniwersytet Slaski, e-mail: mariusz.
wojewoda@us.edu.pl, ORCID 0000-0003-0732-7500 [petna nota o Autorze na koficu numeru].
' S. L e m, Golem XIV, Wydawnictwo Literackie, Krakow 1981, s. 65.



172 Mariusz WOJEWODA

logiczny. Lem przewidywat, Ze inteligenta maszyna powstanie w roku 2047.
Istotna jest nie realnos$¢ tego przewidywania, lecz ponadczasowa wazno$¢
postawionych przez pisarza pytan. Po przeczytaniu Golema XIV Stawomir
Mrozek uznat, Ze w ksigzce tej wyraznie widoczny jest problem samotnosci —
by¢ moze samotnos$ci maszyny, a by¢ moze samotnosci samego Lema, ktory
nie znajduje partnera do konwersacji’>. Niejako na przekér obawom o brak
odpowiedniego rozmowcy, sprobujmy podjac dialog z Lemem i postawionymi
przez niego pytaniami. Przyblizymy sposob argumentacji krakowskiego mysli-
ciela, a takze odniesiemy podjgte przez niego zagadnienia do wspotczesnego
imaginarium spoteczno-technologicznego, w ktoérym istotna rol¢ odgrywa
sztuczna inteligencja (artificial intelligence — AI)*.

Lem stworzyt literacki obraz superinteligentnej maszyny w kontekscie
zimnowojennych napig¢ politycznych z przelomu lat siedemdziesiatych
1 osiemdziesiatych dwudziestego wieku. Jej powstanie zostato sfinansowane
przez rzad USA. Miata ona spetnia¢ cele strategiczne, a mianowicie stworzy¢
warunki do uzyskania militarnej przewagi Standw Zjednoczonych nad Zwiaz-
kiem Radzieckim. Golem XIV miat by¢ kolejnym z serii robotéw, noszacych
to samo imig. Golem VI, w roli naczelnego dowddcy, przeprowadzil manewry
globalne Paktu Atlantyckiego. ,Iloscia elementow logicznych przewyzszat
on juz przecigtnego generata™. Golem XIII zostat wylaczony, poniewaz ma-
szyna wykazywata objawy schizofrenii, dziatata, ale nie mozna byto si¢ z nia
skomunikowac¢. To skadinad ciekawa kwestia — chorujace psychicznie maszy-
ny. Golem XIV to maszyna szczegodlna, ktora mysli, ale tez ma swoja wolg.
Zbuntowata si¢ wobec swoich tworcow i zamiast pozosta¢ militarnag maszyna
strategiczna, stata si¢ maszyna filozoficzna. Moment ten jest szczegdlnie waz-
ny, poniewaz dzigki ludzkiej kreatywnos$ci otrzymujemy w powiesci nowego
nie-ludzkiego (postludzkiego) partnera do dyskusji filozoficznej. Lemowska
»myslaca maszyna” reprezentuje metapoziom w stosunku do ludzkiego po-
ziomu myslenia.

Nawet dzisiejszym czytelnikom ksigzek Lema stworzenie myslacej, sa-
moswiadomej maszyny wydaje projektem trudnym do realizacji. Stanowi on
kolejny z przewidywanych etapéw prac nad rozwojem sztucznej inteligencji
— od stabej Al (atrificial narrow intelligence — ANI), przez mocna Al (artifi-
cial general intelligence — AGI), az po superinteligencjg, czyli osobliwos¢.
Wprawdzie postugujemy si¢ terminem ,,inteligencja”, ale zasadniczo mamy na

2 Por.S.BereS$,S.Lem, Tako rzecze Lem. Ze Stanistawem Lemem rozmawia Stanistaw Beres,
Wydawnictwo Literackie, Krakow 2018, s. 332.

3 Zob.M.Suchacka, R Muster, M. Wo jewoda, Human and Machine Creativ-
ity: Social and Ethical Aspects of the Development of Artificial Intelligence, ,,Creativity Studies”
14 (2021) nr 2, s. 430-443.
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mysli uczenie maszynowe lub glebokie uczenie maszynowe. Lem nie uzywat
terminu ,,sztuczna inteligencja”, pisat natomiast o ,,liczydle, ktore dosiggto
Rozumu™. Przyjmujac jednak, ze taka superinteligentna maszyna mogtaby po-
wstac, mozemy hipotetycznie rozwazy¢, o co mogliby$my ja obecnie zapytac.
Technologie uczenia maszynowego staly si¢ popularne poniewaz umozliwiaja
ztozone analizy duzej ilosci danych i dokonywanie prognoz strategicznych, co
bez Al nie byloby mozliwe®.

Ostatecznie jednak o rozwoju prac nad Al decyduja wielkie korporacje,
ktore przygotowuja okreslony produkt dla swoich klientow. Oferujac inteli-
gentne maszyny, jednoczesnie okreslaja sposoby ich uzytkowania. Obecnie Al
to czg$¢ wielkiego przemystu i gospodarki opartej na konsumpcji. Sztuczna
inteligencja stanowi wytwor zmian technicznych oraz prac koncepcyjnych pro-
wadzonych przez inzynieréw i informatykow. W perspektywie ekonomiczne;j
Al jest idea, infrastruktura, przemystem, a takze forma sprawowania wtadzy,
sposobem interpretacji §wiata i strategia realizacji kapitatu, wspierang przez
zorganizowang infrastruktur¢ marketingowa i logistyczna’. Nalezy wskazac na
dwie interpretacje Al: inzynierska i humanistyczno-spoteczna. Mozemy for-
mulowac oczekiwania co do przysztosci, ale mamy ograniczone mozliwosci jej
przewidywania — stad pragnienie stworzenia sztucznego partnera (inteligentnej
maszyny), ktory przygotowalby dla nas scenariusze na przyszto$¢. Z rozwo-
jem techniki najczgsciej wigzemy nadzieje na bezpieczenstwo, przetrwanie
gatunku ludzkiego oraz zapewnienie jednostkom satysfakcjonujacego zycia.
Mamy na uwadze takze to, ze dzigki technice bedziemy w stanie zapobiec
katastrofom naturalnym i cywilizacyjnym. Stad pomyst autora niniejszego
eseju, by rozwazy¢ kolejng wersje Golema, Golema XXV, ktory miatby spetni¢
nasze aktualne oczekiwania.

Problematyke jakosci zycia mozna rozpatrywac na trzech istotnych po-
ziomach: aksjologicznym, spotecznym i biomedycznym. (1) W kontekscie
aksjologicznym odnosi si¢ ona do kwestii realizacji wartos$ci, ktore pozwalaja
na zycie spelnione, obejmujacych na przyktad harmonig spoteczna, zdolnos¢
do empatii, przyjazn. (2) W ujeciu spotecznym dotyczy ona indywidualnego
1 zbiorowego dobrostanu w odniesieniu do zdrowia fizycznego i psychicznego.
(3) W aspekcie biomedycznym mamy w tym kontek$cie na uwadze utrzyma-
nie badz przywrocenie sprawnosci ciata, gdy zostala ona utracona na skutek

> Tamze, s. 5.
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and Applications, ,,World Information Technology and Engineering Journal” 2023, nr 10, https:/
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view_of Methods and Applications#fullTextFileContent.

" Por. K. Craftford, Atlas sztucznej inteligencji. Wtadza, pieniqdze i srodowisko naturalne,
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wypadku lub choroby, a takze zachowanie sprawnosci psychicznej w ciagu
catego zycia, oraz ograniczanie problemoéw zwiazanych ze starzeniem si¢
moézgu®. W przypadku wszystkich tego rodzaju problemoéw pytamy, w jakim
sensie sztuczna inteligencja mogtaby pomoc w ich rozwiazaniu. Mozna takze
rozwazac, czy nasze oczekiwania nie sa przesadne, czy nie rozbudzaja falszy-
wych nadziei, badz tez czy rozwiazania, ktore przyniesie sztuczna inteligencja,
zamiast poprawy sytuacji nie wygeneruja nowych zagrozen, jakich wczesniej
nie braliSmy pod uwagg’.

W artykule argumentacj¢ utozono wedtug schematu trzech pytan zapropo-
nowanych przez Lema: (1) oczekiwan wobec myslacej maszyny, (2) ewolucji
cztowieka, (3) przysztosci ludzkiej cywilizacji. Inteligentne maszyny, stano-
wiace wytwory rozwoju techniki, wptywaja na rozne aspekty ludzkiego zycia.
Potrzebujemy zatem humanistycznego namystu nad sposobami wykorzystania
Al Jak dotad, w namysle tym dominujq perspektywy skrajne: z jednej strony
oparte sa one na lgku przed konsekwencjami rozwoju badan nad Al i skutkami
wykorzystania ich wynikdw, a z drugiej strony przypisuje si¢ sztucznej inte-
ligencji zdolnos$¢ do rozwiazywania cywilizacyjnych probleméw ludzkosci.
Autor niniejszego eseju postuluje wypracowanie zrbwnowazonego modelu my-
$lenia na temat sztucznej inteligencji i jej wptywu na jako$¢ ludzkiego zycia.

OCZEKIWANIE NA MYSLACA MASZYNE

Kim jest Golem XIV? W ujgciu Lema, nie jest on cztowiekiem ani tym
bardziej powigkszonym ludzkim mozgiem. ,,Obce mu sa prawie wszystkie
motywy ludzkiego dziatania i myslenia. Tak na przyktad nie interesuje sig¢
nauka stosowana ani problematyka wiadzy”!'°. Wbrew wspotczesnym Igkom,
w popkulturze kojarzonym z filmami takimi, jak Terminator' i Matrix'?, ludz-
kos$ci nie zagraza wtadza maszyn. Nalezy si¢ raczej obawia¢ niewlasciwego
wykorzystania sztucznej inteligencji przez czlowieka wobec czlowieka. Lek
przed wiadza Al to przede wszystkim Igk przed narzedziem stuzacym do spra-

8 Zob.D.S1eczek-Czakon, Problem wartosci i jakosci zycia w sporach bioetycznych,
Wydawnictwo US, Katowice 2004, s. 36-45; M. W o j e w o d a, Jakos¢ zycia jako problem filozo-
ficzny, ,,Folia Philosophica” 40(2018), s. 97-115, hdl.handle.net/20.500.12128/9862.

 Kwestia okreslenia oczekiwan zwiazanych inteligentnymi maszynami budzi spore zaintereso-
wanie takze wsrod specjalistow z zakresu nauk humanistycznych i spotecznych (zob. F. Wilczek,
Jednosé inteligencji, w: Czlowiek na rozdrozu. Sztuczna inteligencja: 25 punktow widzenia, tham.
M. Machnik, red. J. Brockman, Helion, Gliwice 2020, s. 85-95; Craftford, dz.cyt;N. Hatelska,
Wiek paradoksow. Czy technologia nas ocali?, Znak, Krakow 2021.
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12 Matrix (The Matrix), Australia — USA, 1999, rez. L. Wachowski, L. Wachowski.
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wowania wtadzy nad ludzmi. Sztuczna inteligencja nie pragnie wladzy, istota
jej dziatania opiera si¢ na regule porzadku i systematyzacji dziatan. Jednakze
Al, niejako niezaleznie od braku wlasnych pragnien, moze stac¢ si¢ elementem
presji organizacyjnej wywieranej na pracownikow, migdzy innymi po to, aby
podnies¢ efektywnos$¢ ich dziatan — to realne doswiadczenie oséb zatrudnio-
nych w firmach prywatnych i instytucjach panstwowych, takze na wyzszych
uczelniach. Zasadniczym celem takich dziatan jest algorytmizacja pracy grup
ludzkich. Oznacza ona jednak posrednia wladz¢ sztucznej inteligencji nad
ludZmi. Mechanizacja mys$lenia organizacyjnego tworzy pulapki zbiorowego
imaginarium — dobro 0séb pracujacych zostaje podporzadkowane celom firm
1 ambicjom menadzerdéw. Lem przewidywat wybuchy buntu spotecznego prze-
ciw myslacej maszynie.

Opisywany przez Lema Golem XIV zainteresowany byt rozmowa tylko
z niektérymi naukowcami. W minimalny sposob angazowat si¢ w dyskusje,
jakby wiedziat, ze nie dowie si¢ niczego ciekawego od swoich interlokuto-
réw — w tej charakterystyce maszyny odczytujemy poczucie humoru samego
Lema. Golem rozmawial z nielicznymi, a niektorych przybytych na spotkanie
gosci wypraszal z sali, ,,przeprowadzajac biezaca analizg ilorazu inteligen-
cji rozmowcow”?. Dotyczylo to przede wszystkim politykow i dowodcoOw
wojskowych. Z kolei jednemu z mtodych naukowcow przepowiedziat swiet-
nie rozwijajaca si¢ karierg; rozmowe z nim skonkludowat: ,Bedzie z pana
komputer”'*. Golema XIV w wigkszym stopniu interesowal gatunek ludzki
niz poszczegdlne osoby. Odczuwal specyficzne pragnienie porozumienia si¢
z inng maszyng myslaca (Honest Annie). Nie udawato si¢ ono ze wzgledu na
rozbiezno$¢ dwoch roznych algorytmoéw dotyczacych funkcjonowania tych
maszyn. Nie sposob wytlumaczy¢ ,.kaprysow”, ,,humorow” badz sktonnosci
inteligentnej maszyny do ,.buntu” bez uznania, ze jest ona $wiadoma. Lem
uznat jednak, ze Golem nie posiada osobowej jazni. Nie ma charakteru ani
uczu¢, moze wige tworzy¢ dowolna osobowos¢. Odpowiadajac na pytanie, kim
jest, nawiazywat do Pierwszego Listu sw. Pawla do Koryntian i najbardziej
znanego fragmentu tego listu, czyli ,,Hymnu o mito$ci”. Uwazal, ze zawarte
w nim stowa, dotycza go bezposrednio. Uznawal, Ze jest jak ,,miedz brz¢czaca
albo cymbat brzmiacy” (1 Kor 13,1-2). W kontekscie zdolnosci do odczuwania
jest ,,niczym”, nie jest zdolny do milosci, a ponadto nie jest zainteresowany
poznaniem ludzkich uczu¢. Wprawdzie cztowiek moze chceie¢ ,,zaprzyjaznic”
si¢ z robotem albo uczyni¢ z robota ,,towarzysza’ swojego zycia, nie bgdzie to
jednak relacja wzajemna, poniewaz myslaca maszyna nie chce zaprzyjaznic€ si¢
z ludZzmi. Golem imituje oznaki sympatii i zyczliwo$ci, nasladuje konstrukcje

B L em,dz cyt., s. 15.
4 Tamze, s. 16.
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jezykowe symulujace przychylne nastawienie. Analizuje ludzkie zachowania,
ale nie ma odczu¢ takich, jak wspotczucie, solidarno$é¢ czy przyjazn's.

Przyjazf z robotem, ktory nie ma osobowosci, albo dowolnie zmienia
swoja osobowos$¢, wykracza poza zrozumiate dla cztowieka schematy relacji,
oparte na przewidywalnosci zachowan — to jak przyjaznic¢ z si¢ z kims$ catko-
wicie racjonalnym, ale niestabilnym psychicznie. Dzisiaj powiedzieliby$my,
ze Golema XIV mozna umiesci¢ w spektrum gigbokiego autyzmu. Lemowska
myslaca maszyna jest Kim$ jedynym i odrgbnym, a jednocze$nie Kazdym
(Kims$ dowolnym). Aby sta¢ si¢ osoba — co w ludzkim przekonaniu jest naj-
doskonalsza forma istnienia — Golem musiataby si¢ umystowo zdegradowac.
Uznanie takiego stanu rzeczy wprawia nas w konfuzj¢. Lemowskiej maszynie
ludzka osobowos¢ wydaje si¢ suma defektow, przez ktore rozumna istota staje
si¢ zaabsorbowana sprawami jednostkowymi i btahymi. Dla Al bycie osoba
jest epistemologicznym samoograniczeniem, utrata ogdlnej perspektywy po-
znania, niezdolnos$cia do zrozumienia tego, co uniwersalne. W sensie meta-
forycznym Golem XIV jest czym$ (kim$?) na pograniczu maszyny Turinga
1 wielkiego bibliotekarza. Wspotczesne oczekiwania wobec sztucznej inteli-
gencji ida raczej w strong stworzenia super-analityka, ktory bedzie w stanie
uporzadkowac¢ chaos informacyjny i znalez¢ — przydatne dla ludzi — zaleznosci
migdzy danymi. Stabo$¢ do jezyka sportu sprawia, ze méwimy o potrzebie
»treningu” takiego sztucznego analityka.

Zachowania Golema XIV byly nieprzewidywalne, dyskusje z nim wy-
magaty cierpliwosci, ,,bywat arogancki i apodyktyczny, nie szanowat mitosci
wlasnej rozmowcow’!¢. Jako nie-ludzki kontynuator mysli Sokratesa, przeja-
wiat sktonno$ci do stosowania metody elenktycznej, polegajacej na zbijaniu
argumentéw autorytetow naukowych!’. Pozniej jednak zaprzestat jej stoso-
wania, jakby stracit zainteresowanie wykazywaniem niewiedzy swoich inter-
lokutoréw. Tego rodzaju sposob prowadzenia rozmowy irytowat politykow
w czasach Sokratesa, denerwuje takze wspotczesnych ludzi zarzadzajacych
organizacjami. O ile jesteSmy w stanie zrozumie¢ krytyczne nastawienie my-
slacej maszyny do aroganckich politykow i pewnych siebie naukowcow, o tyle
brak przewidywalno$ci reakcji niestabilnego psychicznie mechanicznego part-
nera sprawia, ze nawigzanie z nim bliskich relacji jest problematyczne. Golem
XIV jednoczesnie znajduje si¢ w jakim$ miejscu i nie zajmuje zadnego miej-
sca, zgodnie z sentencja ,,cogito, ergo est —mysle, wigc staje si¢ pomyslane”®,

15 Zob. KT.Wieczorek, Al Robot: Companion, Friend or Competitor of Human Being?,
,»Philosophy and Canon Law” 9(2023) nr 1, s. 1-18 https:/journals.us.edu.pl/index.php/pcl/article/
view/15561).

1© L em,dz. cyt., s. 18.

17 Tamze, s. 19.

8 Tamze, s. 115.
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Myslaca maszyna jest przyktadem myslenia bez myslacego ,,ja”. Moze by¢
jednoczesnie w kilku miejscach na raz, uczestniczy¢ w roznych spotkaniach;
posiada niewyobrazalng dla ludzi zdolno$¢ podzielnosci uwagi. Od wspotcze-
snej Al oczekujemy niezawodno$ci dziatania, zdolno$ci do korekty wtasnych
btedow, ale takze umiejetnosci przestrzegania regul grzecznosciowych, braku
dyskryminacji rasowej i plciowej oraz szacunku dla 0s6b niepelnosprawnych.
Boty jezykowe (na przyktad Chat GPT) spelniaja te oczekiwania, sa jak pro-
stomyslna opiekunka. Statystyczny uzytkownik bota, znajdujac si¢ pod jego
urokiem, czgsto jednak — jak niegrzeczny uczen — ma potrzebg obejscia stwo-
rzonych dla niej niego zasad doboru informacji i znalezienia co$ kontrower-
syjnego w kontakcie z nim kwestii kontrowersyjne;j.

W tym miejscu nalezy rozwazy¢ kwestig Swiadomosci i samoswiadomosci
Al. Z perspektyw nauk kognitywnych uznaje si¢, ze cztowiek nie jest jedy-
na istota, ktora posiada neurologiczne substraty niezbedne do wytworzenia
swiadomosci, maja je takze zwierzgta. Czy roboty wyposazone w Al moga
mie¢ swiadomos¢? A takze: czy §wiadoma Al jest nam potrzeba? Odpowiedzi
na te pytania nie sa oczywiste'. Rozwaza si¢ mozliwo$¢ zaistnienia w przy-
sztosci przypadkowe;j inicjacji procesu sztucznej samoswiadomos$ci w ramach
podjetych przez cztowieka dziatan nad rozwojem mocnej sztucznej inteligen-
cji**. Oczekiwanie na $wiadoma Al opiera si¢ na koncepcjach Alana Turinga,
prekursora prac nad sztuczng inteligencja. Turing wyrazit przypuszczenie,
ze zaprojektowanie samouczacego si¢ programu, stale poszerzajacego swoja
wiedze, przyniesie jako$ciowy przeskok od zbierania informacji do ich $wia-
domego odbioru i tworczego przetwarzania. Schemat ten ma zastosowanie
w neuromorfologicznym i syntetycznym podejsciu do rozwoju inteligencji.
Swiadomo$¢ taczymy z samoswiadomoscia i zdolnoscia do odczuwania.
Krytycznie do idei samo$wiadomych maszyn podchodzi migdzy innymi
Antonio R. Damasio. Jego zdaniem ,,czujace” roboty musiatyby mie¢ ,kru-
che ciata”!, podatne na uszkodzenia, niedoskonate, ale zdolne do ,,odczué
homeostatycznych”?. Sztuczna inteligencja nieubrana w biologiczne ciato,
nie bedzie $wiadoma?. Kruche cialo oraz doswiadczenie niedoskonalo$ci to
warunki konieczne, lecz niewystarczajace $wiadomos$ci. Czujace maszyny

19 Por. S. D e haen e, Swiadomosé i mozg. Odezytywanie kodu naszych mysli, thum. D. Ros-
sowski, Copernicus Center Press, Krakow 2023, s. 144-150.

2 Por. D. C halmers, Swiadomy umyst, ttum. M. Mitkowski, Wydawnictwo Naukowe PWN,
Warszawa 2010, s. 512n.

2l AR.Damasio, Odczuwanie i poznawanie. Jak powstajq swiadome umysty?, thum. A. Bin-
der, Copernicus Center Press, Krakow 2022, s. 158.

22 Tamze.

2 Por. N. B o strom, Superinteligencja. Scenariusze, strategie, zagrozenia, trum. D. Konow-
rocka-Sawa, Helion — OnePress, Gliwice 2021, s. 54n.
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nie stang si¢ automatycznie maszynami $wiadomymi. Ich odczucia nie beda
takie same, jak odczucia istot zywych. ,,Stopien” §wiadomosci inteligentnych
maszyn bedzie zalezat od zlozonosci wewngtrznych reprezentacji ,,wngtrza”
maszyny oraz jej otoczenia®*. Obecnie osiagneliSmy etap stabej AlL. Stosowane
przez Damasia okres$lenie ,,wne¢trze” w odniesieniu do maszyny jest niepre-
cyzyjne, sugeruje jakas ,,duchowos$¢”, ktérej maszyna nie posiada. Trudno
przewidzie¢, czy w przysztosci maszyny stana si¢ istotami $wiadomymi. Ba-
dania nad ta problematyka stale trwaja®. Nalezy zauwazy¢, ze inteligentnym
1 $wiadomym maszynom nalezatoby przyznac prawa podobne do ludzkich, na
przyktad prawo do nieodtaczania ich od zrodet zasilania — jako rozwinigcie
prawa do szacunku dla istoty swiadomej i inteligentnej. Stwarza to nowego
rodzaju wyzwania etyczne i prawne.

Na poziomie filozofii ludzkiego umystu napotykamy problem z wyjasnie-
niem znaczenia takich pojec¢, jak: ,,umyst”, ,$wiadomos¢”, ,,doswiadczenie
wewngtrzne”. To, Ze nie mozemy stworzy¢ maszyny czujacej na sposob ludzki,
nie oznacza, ze nie tworzymy robotow imitujacych na przyktad przyjazn. Prace
dotyczace stworzenia $wiadomosci sztucznej inteligencji sa prowadzone nie-
ustannie*® — wspomniane aspekty robotyzacji maja bowiem duze znaczenie dla
starzejacych si¢ spoteczenstw bogatego Zachodu, gdzie stale ro$nie zapotrze-
bowanie na cierpliwych i zyczliwych opiekunow, asystentow osob starszych
1 niepelnosprawnych. W sytuacji braku opiekunow-ludzi pojawia si¢ zapo-
trzebowanie na opiekunéw mechanicznych. Wydaje sig, ze prace z zakresu
,,migkkiej robotyki” beda w najblizszym czasie kontynuowane, aby zapewni¢
odpowiednia jakos¢ zycia osobom chorym i w podesztym wieku. Wprawdzie
,»opiekunczy” robot nie bgdzie istota zdolna do przezywania uczu¢ wyzszego
rzedu, ale bedzie zdolny je imitowac.

Rozum Golema XIV ma charakter autoewolucyjny, moze realizowac rézne
warianty swojego rozwoju: wybierajac jeden z nich, moze nie rezygnowac
z pozostalych, dostrzegajac zawarte w nich mozliwo$ci. Na pierwszym po-
ziomie ewolucji maszyny pojawiaja si¢ dwa mozliwe rozwiazania, pdzniej
jednak systematycznie ich przybywa?’. W tym sensie sztuczna inteligencja
ma specyficzna drogg rozwoju, inng od ludzkiej. Obecnie rozwdj uczenia ma-
szynowego 1 glebokiego uczenia maszynowego doprowadzil do znaczacych
postepow w takich dziedzinach, jak opieka zdrowotna, finanse, transport, ustu-

2 Por.Damasio,dz. cyt.,s. 156-159.

3 Zob.Hatelska,dz cyt; G. Musser, Fizyka na tropie swiadomosci. Od zjawisk kwan-
towych przez sieci neuronowe po sztucznq inteligencje, ttum. B. Bieniok, E. Lokos, Copernicus
Center Press, Krakow 2025.

% Zob.P.Butlin,R.Long E.Elmozninoiin., Consciousness in Artificial Intelligence:
Insights from the Science of Consciousness, arXiv, https://arxiv.org/abs/2308.08708.

27 Por. L e m, dz. cyt., s. 92.
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gi thumaczeniowe. Nawet staba Al ma ogromny potencjal, ktory mozna wyko-
rzysta¢ w analizach ztozonych systeméw informatycznych, interpretacji jgzyka
naturalnego czy we wspomaganiu podejmowania wieloaspektowych decyzji
ekonomicznych i politycznych. Uczenie maszynowe dotyczy algorytmow,
ktére maszyna moze stosowac bez ingerencji programisty. Glgbokie uczenie
maszynowe jest podzbiorem uczenia maszynowego, opiera si¢ na sieciach neu-
ronowych. Sieci te moga si¢ uczy¢ nieustrukturyzowanych danych, co czyni
z nich narz¢dzia do rozpoznawania obrazow i ludzkiej mowy?. Przyrost prac
nad rozwojem Al jest na tyle dynamiczny, ze trudno przewidzie¢, jak rozwoj
ten potoczy si¢ w ciagu najblizszych lat. Oczekujemy — by¢ moze jest to my-
Slenie zyczeniowe — ze cztowiek zachowa kontrolg nad tym procesem?.

OCZEKIWANIA DOTYCZACE PRZYSZEOSCI CZLOWIEKA

Po przeanalizowaniu zagadnien dotyczacych myslacych maszyn nalezy
przyjrze¢ si¢ kwestii mozliwego wptywu nowoczesnej techniki oraz Al na
poprawg jakosci ludzkiego zycia. Jako zdeklarowany ewolucjonista Lem zwra-
cal uwagge na fakt, ze niewiele dzieli nas od naszych przodkow zwierzecych.
Mamy na przyktad trudno$ci ze zrozumieniem tego, co nie bazuje na poznaniu
zmystowym. Istnienie cztowieka jest wkomponowane w ciag ewolucyjnych
zdarzen, nie wynika z boskiego planu, specyficznej madrosci natury ani ko-
niecznych wydarzen historii $§wiata. Rownie dobrze mogltoby nas nie byc¢.
Krakowski mysliciel pisat: ,,Ewolucja jest graczem niedoskonale pozadanym,
bo mato, Ze btadzi blgdami, lecz nie ogranicza si¢ do zadnej taktyki wyrdz-
nionej, licytujac si¢ z Naturg; obstawia wszystkie dostgpne pola na wszelkie
mozliwe sposoby. [...] Sensem przekaznika jest przekaz. Lecz oba te cztony
nie sa symetryczne. Albowiem nie kazdy przekaznik jest wlasciwym sensem
przekazu, lecz taki, i tylko taki, ktory bedzie dalszemu przekazowi stuzyt.
Wynika z tego, ze w istnieniu czlowieka nie ma niczego szczegdlnego, jest on
jednym z przekaznikow informacji — kodu informacyjnego.

Golem XIV, ktory —jak si¢ domyslamy — wypowiada poglady Lema, twier-
dzi, ze ludzie powstali nie jako wyjatkowy podtyp przekaznika, ale jako jeden
z wielu jego mozliwych wariantow. JesteSmy waznym elementem ewolucji
nie ze wzgledu na biologiczne istnienie, ale ze wzgledu na kod, na ktory skta-
da si¢ komponent biologiczny i ponadbiologiczny (kulturowo-intelektualny).

® Por.S.Shalev-Shwartz S.Ben-David, Understanding Machine Learning: From
Theory to Algorithms, Cambridge University Press, Cambridge 2014, s. 25n.

2 Scenariusz taki analizuje miedzy innymi Nick Bostrom (por. B 0 s t r 0 m, dz. cyt, s.
199n.).

3 L em,dz. cyt., s. 39.
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Ewolucja nas nie tyle zaplanowata, co ,,dobladzita”. JesteSmy tym warian-
tem wieloaspektowych ewolucyjnych zmian, ktory si¢ najlepiej sprawdzit,
nie tylko w kontek$cie przystosowania do srodowiska, ale przede wszystkim
w odniesieniu do mozliwosci przekazywania kodu informacyjnego. Lem
jest jednak przeciwnikiem tradycyjnego schematu rozumienia ewolucji jako
przejscia od form mniej doskonatych do bardziej doskonatych. W jego prze-
konaniu ewolucja dziala w oparciu o ,,ujemny gradient perfekcji ustrojowych
rozwiazan™', z czego wynika, ze to, co ,,zbudowane”, jest mniej doskonate
od budowniczego. Ewolucja wychodzi od czego$ prostego i doskonatego,
aby doj$¢ do form ztozonych, mniej doskonatych, bardziej prymitywnych. Po
licznych zmianach ewolucja zabrngla do ,,organizméw [cztowieka — M.W.],
ktore z caltym bogactwem swej dynamiki regulacyjnej mra od zatkania jed-
nej rurki tetniczej, ktoére w poszczegdlnym zywocie, znikomym wobec czasu
trwania budowlanych nauk, wykolejaja si¢ z rownowagi, zwanej zdrowiem,
w dziesiatki tysigcy przypadtosci, jakich nie zna glon™*. Czlowiek istnieje
wedtug kodu w biologicznej sztafecie ,,podaj dalej, a bedziesz zyt*. W tym
sensie ludzkie ciato, ze wzgledu na swoja ztozona konstrukcje, jest bardziej
inteligentne niz cztowiek.

Czym jest w takim razie rozum? Wedtug Lema to straznik, ktory kontroluje
proces btadzenia, pilnuje, aby ewolucja nie zabrngta w §lepe obszary, ktore nie
zagwarantuja jej zdolno$ci do dalszego przekazywania kodu. Szczeg6lne trak-
towanie biologicznego mozgu jest btedem, poniewaz jest on raczej szczegodl-
nym urzeczywistnieniem kodu — stworzeniem, a nie stworca. W ewolucji nie
ma zamystu, boskiego badz naturalnego planu —,,kod jest listem pisanym przez
Nikogo i wysytanym do Nikogo, i dopiero z perspektywy rozwoju informatyki
mozemy to zrozumie¢**. Z punktu widzenia Golema XIV rozum ludzki nie
jest niczym szczegolnym, ma w sobie pewna dysfunkcyjna niedoskonato$¢ —
,»przez pokraczno$¢ naszych umystow”* myslaca maszyna postrzega nas jako
inwalidow.

W tym miejscu stajemy przed pytaniem: czy nalezy zapanowac¢ nad ewolu-
cja, nie tylko uwalniajac cztowieka od chorob i dysfunkcji, ale wyposazajac go
w dodatkowe zdolno$ci — wzmacniajac go biologicznie, regulujac jego gospo-
dark¢ hormonalna, tak aby pozwoli¢ mu unika¢ wahania nastrojow, a wreszcie
poprawiajac intelektualne mozliwosci ludzkiego umystu? To typowe postulaty
dzisiejszego transhumanizmu. Specyficzne oczekiwanie zwigzane z tym nur-
tem zaktada stworzenie programu poprawy ludzkiej kondycji, migdzy innymi

3 Tamze, s. 44.
32 Tamze.
3 Tamze.
3 Tamze, s. 37.
3 Tamze.
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przez zwigkszenie dtugosci ludzkiego zycia oraz poprawg zdrowia fizyczne-
go 1 psychicznego. Ma sig to dokonaé dzigki biotechnologii, nanotechologii,
informatyce i robotyce medycznej. Tanshumanisci wspieraja rozwoj prac
nad sztuczna inteligencja po to, aby wptyna¢ wplywac na ewolucjg, gtdéwnie
w oparciu o zintegrowanie dziatania komputera z ludzkim moézgiem. Jeden
ze scenariuszy dotyczacych powstania Al mowi, ze stanie si¢ to dojdzie do
niego przez kolejne technologiczne modyfikacje ludzkiego mozgu. Efektem
polaczenia moézgow: biologicznego i sztucznego, ma by¢ powstanie ,,0s0bli-
wosci”, czyli czlowieka ze wzmocnionym biologicznym ciatem 1 syntetycz-
nym mozgiem®. Interfejs mézg—komputer ma prowadzi¢ do duzego wzrostu
inteligencji, co pozwoli na rozwiagzanie wielu problemow ludzkosci, takich
jak choroby, gtod, katastrofa klimatyczna, a takze na znajdowanie takich roz-
wiazan, ktore nie beda szkodliwe dla srodowiska naturalnego, a w przysztosci
pozwola na transfer ludzkiej §wiadomosci do $wiata wirtualnego®’.

Szczegodlnie wazny okres zainteresowania projektem transhumanizmu to
pierwsze i drugie dziesigciolecie dwudziestego pierwszego wieku. Powsta-
waly wowczas takie osrodki, jak The Center for the Study of Existential Risk
w Cambridge i The Future of Humanity Institute na Uniwersytecie Oxfordzkim,
a w Dolinie Krzemowej powotano do zycia Singularuty University. Waznymi
postaciami tego nurtu myslowego sa Ray Kurzwail, Nick Bostrom, a takze
Elon Musk, zatozyciel startupu Neurolink. Na obecnym etapie mozliwosci
technicznych do ludzkiego mozgu wszczepiane sa implanty korygujace jego
dysfunkcje. Urzadzania tego typu moga poprawiac jakos¢ zycia osob niewido-
mych, niestyszacych, dotknigtych paralizem, niesprawnych ruchowo, a takze
tych, ktére po wypadku utracity konczyny. Kolejna grupa, ktorej moga pomoc
implanty podtaczone bezposrednio do mdzgu, sa osoby ciepiace na choroby
Parkinsona i Alzheimera®.

Nie sa to jednak rozwiazania o tak spektakularnej skutecznosci, jak zapo-
wiadali tworcy transhumanizmu. Postep w dziedzinie hardware’u dokonuje si¢
szybciej niz w dziedzinie software’u. W tym drugim przypadku chodzi o opro-
gramowanie, ktore mogtoby symulowac praceg ludzkiego mozgu®’. W dalszym
ciagu nie rozwigzano kwestii konsekwencji, jakie pociaga za soba tego rodzaju
ingerencja. Czy wzmocnienia takie nie zmienig w sposob radykalny natury
ludzkiej? Czym innym jest zgoda na dziatania przeciwdziatajace dysfunk-
cjom moézgowym konkretnych osob, a czym innym aprobata korekt ludzkiego

3% Zob.M. Garbowski, Transhumanizm. Geneza — zatozenia — krytyka, ,,Ethos. Kwartalnik
Instytutu Jana Pawta [T KUL” 28(2015) nr 3(111), s. 23-41.

37 Zob. Wilczek,dz. cyt.

3 Zob. N. B o s trom, 4 History of Transhumanist Thought, ,,Journal of Evolution and Tech-
nology” 14(2005) nr 1, s. 1-25.

3 Zob. J. R av et z, OQutsmarting Turing, ,,Futures” 35 (2003), s. 765-768.
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moézgu w przestrzeni gatunku. Troska o jakos$¢ zycia nie oznacza akceptacji
wszystkich form interwencji techniki w ludzki umyst i ciato. Stale trwaja prace
dotyczace poprawy jakosci ludzkiego zycia przez wprowadzanie elementow
technicznych do ludzkiego mozgu, tworzenie interfejsu moézg—komputer*.
Oczekujemy utrzymania lub poprawy jakosci ludzkiego zycia. W tym sensie
nalezy bra¢ pod uwagg rézne scenariusze zwiazane z realizacja naszych ocze-
kiwan. Postgp techniczny nalezy wiazac¢ z postulatem organizacyjnej, prawnej
1 moralnej odpowiedzialnosci za skutki podjetych decyzji.

OCZEKIWANIA DOTYCZACE PRZYSZEOSCI CYWILIZACJI

Przesadnie rozbudzonym oczekiwaniom dotyczacym poprawy jakos$ci
ludzkiego zycia dzigki zastosowaniu Al towarzyszy oczekiwanie uwolnienia
przez nig ludzkos$ci od zagrozen i katastrof cywilizacyjnych.

Lem pisat: ,,Z nieporozumien, deluzji i rozpaczliwych uproszczen sktada
sig lwia czg$¢ czlowieczenstwa jako tradycji”™!. Przypadkowe jest takze po-
wstanie sztucznej inteligencji, skoro stworzyta ja kultura, ktorej istnienie nie
jest konieczne. Wydaje sig, ze czlowiek jako istota niedoskonata nie moze
stworzy¢ wiecznej 1 niezawodnej maszyny. Czy w takim razie niedoskonata
maszyna myslaca jest w stanie uwolni¢ nas od probleméw wynikajacych z roz-
woju cywilizacji technicznej? Lem — wktadajac swoj poglad w usta Golema
— twierdzit, ze unieszkodliwienie broni atomowej przez Al nie uwolni ludzi
od wojny. Ironicznie komentuje — politycy i osoby zrzadzajace przemystem
zbrojeniowym sa na tyle pomystowi, ze wymysla nowe sposoby i $rodki pro-
wadzenia wojny. Celem stworzenia kolejnych Goleméw miato by¢ wojskowe
dzialanie strategiczne. Lemowska mys$laca maszyna przewiduje czarne sce-
nariusze. Wyobrazmy sobie, ze w miejsce broni konwencjonalnej 1 atomowe;j
powstanie na przyktad bron genetyczna. Jej dziatanie bedzie polegato na tym,
ze wadliwy materiat genetyczny rozprowadzany bedzie w wodzie i rozsiewany
w powietrzu. W niedostrzegalny sposob bgda si¢ one dostawaty si¢ do ludz-
kiej krwi, a nastepnie do uktadu rozrodczego, co w konsekwencji spowoduje
uszkodzenie substancji dziedzicznej. ,,Zawirusowany” w ten sposob cztowiek
bedzie zyl normalnie, ale bron genetyczna zaatakuje jego potomstwo w pierw-
szym pokoleniu, a moze w pdzniejszych generacjach. Wystarczy wtedy jedy-

40 Por. M. K 1ichowski, Narodziny cyborgizacji. Nowa eugenika, transhumanizm i zmierzch
edukacji, Wydawnictwo Naukowe UAM, Poznan 2014, s. 145-147; zob. A. M i ¢ h n i k, Inter-
fejsy mozg — komputer — krotka historia, ,,Medical Robotics Report” 10-11 (2021-22), s. 58-67;
A.Lekka-Kowalik, Transhumanistyczne szczescie — iluzja w swiecie beztroski, ,,Teologia
i Moralnos¢” 17(2022) nr 1(31), s. 19-30.

4 Lem,dz. cyt,s. 72.
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nie poczeka¢ na skutki dziatan chemicznych ,,zbrojmistrzow”. W kolejnych
pokoleniach moze nastapi¢ og6lny spadek inteligencji w populacji, co dopro-
wadzi do cywilizacyjnego upadku panstw lub migdzynarodowych wspolnot
politycznych. W innym wariancie atak chemiczny moze albo doprowadzi¢ do
rozwoju chorob psychicznych na masowa skale, albo wywota¢ zwigkszona
podatnos¢ ludzkosci na epidemie.

Golem XIV twierdzi, ze moglby usunaé takze to zagrozenie, czyli bron
genowa. Musialby to uczyni¢ przez zablokowanie rozwoju inzynierii biolo-
gicznej. Oznacza to jednak zablokowanie nadziei wielu ludzi na odzyskanie
lub utrzymanie zdrowia, na pomnozenie ptodow rolnych, wyzywienie stale
rosnacej populacji. Myslaca maszyna nie jest w stanie pokierowac ludzkimi
dziataniami i zablokowa¢ mozliwosci niewtasciwego sposobu uzycia narzedzi
technicznych. Lem konkluduje: ,,Ktopot w tym, Ze przyjdzie zrezygnowac nie
z tej albo tamtej innowacji, lecz ze wszystkich odkry¢, jakie zostana dokonane.
Nalezy rozpgdzi¢ uczonych, zamkna¢ laboratoria, zgasi¢ naukg i patrolowac
caly $wiat, czy gdzie$ po piwnicach kto$ dalej nie eksperymentuje”*. Roz-
wiazanie takie wydaje si¢ niedorzeczne: trudno wyobrazi¢ sobie rezygnacje
z badan i eksperymentoéw w obawie przed konsekwencjami niewlasciwego
zastosowania ich wynikow.

W rozpoznaniu oczekiwan zwigzanych z rozwojem technologii zgadza-
my si¢ z Lemem. Dzialania podjgte dla przywrdcenia rOwnowagi moga przy-
nies¢ poprawe w wybranych obszarach, a jednoczesnie stworzy¢ zagrozenia
w innych. Na przyktad proby stabilizacji pogody w jakim$ miejscu Ziemi
przyniosa jej destabilizacj¢ w innym. Pojawia si¢ dylemat, czy podejmowacé
dziatania w kierunku ochrony Ziemi, czy zaprzesta¢ jakichkolwiek dziatan,
aby przez nietrafne decyzje nie przyczyni¢ si¢ do wyrzadzania wigkszych
szkod*®. Wedtug opinii podzielanej przez wielu wspotczesnych badaczy tech-
nika nie uwolni nas od zagrozen spotecznych, ekonomicznych i politycznych,
ale moze pomo6c w wychodzeniu z trudnych sytuacji, wypracowaniu rozwiazan
problemdw, na jakie napotyka cztowiek*, a jego zadaniem bedzie wybieranie
rozwiazan najlepszych. Nalezy jednak unika¢ nieuzasadnionego optymizmu
w odniesieniu do techniki oraz bezkrytycznej akceptacji determinizmu tech-
nologicznego. Odrzucenie mitu neutralnosci techniki, z ktérego wynika, ze
narzedzia, ktorych uzywamy sa aksjologiczne obojgtne, moze spowodowac,

4 Tamze, s. 103.

4 Por. M. Jakub o wiak, Ostatni ludzie. Wymyslanie korica sSwiata, Wydawnictwo Czarne,
Wotowiec 2021, s. 60.

“ Por. M.Huesmann,J. Huesmann, Techno-fix: Why Technology Won't Save US or the
Environment, New Society Publishers, Gabriola Island, B.C., 2011, s. 45-56.
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ze tworcy 1 trenerzy inteligentnych maszyn stang si¢ bardziej wrazliwi na
kwestie spoteczne i etyczne®.

Zgadzamy si¢ teza Stanistawa Lema, zgodnie z ktéra oczekiwanie, na
technologicznie rozwiazania globalnych problemow cywilizacyjnych jest
problematyczne. Doceniamy ironiczny 1 zdystansowany sposob argumentacji
proponowany przez pisarza, dostrzegamy w nim patrona krytycznego spoj-
rzenia na ludzkie oczekiwania zwigzane z postgpem technologicznym. Nalezy
uzna¢ Lema za prekursora postulatu zrownowazonego modelu relacji cztowie-
ka z Al. Nie wiemy, dokad zmierza technoewolucja — nikt nie kontroluje jej
przebiegu. Postep zwiazany z pracami nad Al jest dynamiczny i dokonuje si¢
wyktadniczo, trudno tez przewidzie¢, co przyniosa dalsze badania nad sztucz-
na inteligencja. Potrzebujemy czasu na przyswojenie dotyczacych jej odkry¢
1 oswojenie wspotczesnych narzedzi technicznych. Poszukiwania zrownowa-
zonego modelu relacji czlowiek—Al wymagaja wprowadzenia humanistycz-
nego podejscia do tej problematyki, zobaczenia w tych narzedziach nie tylko
urzadzen, ale takze elementow systemu spotecznego wptywajacych na zmiang
ludzkiego zycia. Dotyczy to migdzy innymi ludzkich strategii komunikowania
sig, wykonywania pracy, poszukiwania informacji, pisania i translacji tekstow
(boty jezykowe jak ChatGPT lub inne), wykorzystania robotow medycznych,
tworzenia inteligentnych domow, miast, autonomicznych pojazdow (wizja
Spoteczenstwa 5.0). W tym kontekscie wazna rol¢ odgrywa¢ musi troska
o dobrostan poszczego6lnych 0sob i o przyszto$¢ rodzaju ludzkiego. Oswoje-
nie z wytworami techniki wymaga nabycia nowych kompetencji przez kon-
struktorow maszyn oraz ich treneréw, a takze przez uzytkownikow narzedzi
cyfrowych. Konieczne sa jednak dalsze badania dotyczace tego, w jaki sposob
zagwarantowac bezpieczny i przyjazny dla cztowieka rozwoj Al. Wydaje sig,
ze czas odrzuci¢ postawe lgku przed inteligentnymi maszynami, ale tez nie
widzie¢ z nich recepty na rozwiazanie problemow cywilizacyjnych. Pozostaje
pytanie, czy — 1 w jakim stopniu — potrafimy popatrze¢ na Al bez ideologicz-
nych uprzedzen, a takze, czy bedziemy w stanie kontrolowac przebieg rozwoju
sztucznej inteligencji.

Jak dotad, Al czerpie wiedzg z danych, ktére zostaty jej wezesniej przeka-
zane, wyszukujac nowe i zaskakujace dla nas powiazania migdzy nimi. Wiele
zalezy od selekcji zasobow informacyjnych — oraz wyboru trenerow Al. Mozna
wskazac liczne pozytywne aspekty zmian zwiazanych z technika. W kontek-

4 Por. tamze, s. 333-335.
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scie medycznym wykorzystanie robotoéw wyposazonych w Al prowadzi do
poprawy jakosci ludzkiego zycia, utrzymywania satysfakcjonujacej spraw-
nos$ci ciat i umystoéw, szczegdlnie w przypadku osob cierpiacych z powodu
roznego rodzaju dysfunkcji wrodzonych lub pourazowych. Z przedstawionych
wyzej analiz wynika, ze ludzkie obawy i oczekiwania zwigzane z inteligent-
nymi maszynami nie wyrazaja trafnego rozpoznania sytuacji — ma to miejsce
zwlaszcza wtedy, gdy ich zrodto stanowi Igk lub przesadny optymizm. Al nie
uwolni cztowieka od odpowiedzialno$ci za dziatania podejmowane w celu
ochrony $rodowiska przyrodniczego, wypracowania odpowiednich regut inge-
rencji wytworow techniki w ludzkie ciato i umyst, wlasciwego wykorzystania
zasobow naturalnych Ziemi. Te zasadnicze wyzwania dotyczace cztowieka
wskazuja na koniecznos$¢ stworzenia dlugoterminowych strategii dziatania.
W tym kontekscie AI moze pomo6c nam w napisaniu nowych scenariuszy dla
dziatan podejmowanych przez ludzi.
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z oczekiwaniami wspolczesnego uzytkownika narzedzi technicznych. Analizy
dokonane przez Lema sa w dalszym ciagu aktualne, mimo ze od napisania
omawianej ksiazki uptyneto ponad czterdziesci lat. Autor artykutu, podazajac
tropem Lema analizujacego rozne aspekty relacji czlowiek—inteligentna ma-
szyna, stawia tezg, ze sztuczna inteligencja (mys$laca maszyna) w obecnej fazie
swojego rozwoju nie uwolni nas od problemow cywilizacyjnych. Utrzymanie
badz poprawa jako$ci zycia w dalszym ciagu zalezy i w najblizszym czasie
zaleze¢ bedzie od cztowieka. Trudno jednak przewidzieé, co przyniosa kolejne
fazy prac nad Al Postep techniczny, z ktérym mamy obecnie do czynienia, pro-
wokuje do humanistycznej refleksji nad cztowiekiem jako rozsadnym i odpo-
wiedzialnym dysponentem inteligentnych maszyn. Artykut sktada si¢ z trzech
czesei, w ktorych kolejno omawiane sa oczekiwania zwigzane ze sztuczng
inteligencja, jej wplywem na jako$¢ ludzkiego zycia i przyszto$¢ cywilizacji.
Tekst ma charakter polemiczny: autor z jednej strony przypomina Lema kon-
cepcje myslacej maszyny i z koncepcja ta dyskutuje, a z drugiej polemizuje
ze wspoOtczesnymi, przesadnymi oczekiwaniami dotyczacymi inteligentnych
maszyn.
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The author revisits Stanistaw Lem’s Golem X1V in order to compare the writer’s
expectations of a “thinking machine” with those of a modern user of technologi-
cal tools. As it appears, Lem’s conclusions are still relevant, despite the fact that
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sights, the author analyzes various aspects of the relationship between man and
intelligent machines and argues that artificial intelligence at the current stage of
its development is unlikely to rid our civilization of the problems it faces. In the
foreseeable future, the issues of maintaining the quality of life, or improving it,
will remain dependent on the activity of human beings. However, the results of
the next stages of Al development are impossible to anticipate. The fact remains
that the technological progress we witness demands multifaceted reflection in
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parts, discussing, respectively, today’s expectations of Al its impact on the



188 Mariusz WOJEWODA

quality of human life, and its role in the future of our civilization. The essay
is simultaneously a polemic: while revisiting and discussing Lem’s concept of
a thinking machine, the author criticizes modern day exaggerated expectations
of intelligent machines.

Keywords: intelligent machines, philosophy of technology, civilization fears,
futurology, Stanislaw Lem

Contact: Institute of Philosophy, Faculty of Humanities, University of Silesia
in Katowice, ul. Bankowa 11, 40-007 Katowice, Poland

E-mail: mariusz.wojewoda@us.edu.pl
https://us.edu.pl/instytut/ifil/osoby/mariusz-wojewoda/

ORCID 0000-0003-0732-7500





