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, PLAN NA ZYCIE
W SWIECIE ZDOMINOWANYM PRZEZ
SZTUCZNA INTELIGENCIE

Catriona Campbell jest psychologiem
behawioralnym, przedsigbiorca i doradca
biznesowym. Specjalizuje si¢ w design
thinking oraz tematach zwiazanych z inte-
rakcja cztowiek—komputer. Recenzowany
tekst jest jej pierwsza ksiazka. Cel autorki
stanowi przedstawienie stosowanej przez
nig metody dazenia do pozadanego efek-
tu koncowego (metoda future-back) oraz
pokazanie, jak t¢ metod¢ mozna wykorzy-
sta¢ do wykreowania pewnej spotecznej
rzeczywisto$ci 1 stworzenia planu dziatan,
ktory ma doprowadzi¢ do jej realizacji.

Tekst sktada si¢ z krotkiej biografii, po-
dziekowan, o$Smiu rozdziatow 1 wnioskow.
Pierwszy rozdzial, zatytutowny ,,Sleepwal-
king into Singularity” (,,Lunatykowanie
w strong Osobliwosci”, s. 1-15), rozpo-
czyna si¢ od banalnego stwierdzenia, Ze
sztuczna inteligencja (ang. Artificial Intelli-
gence, Al) uzywana jest wszedzie. Autorka
przedstawia rozroznienie stabej (waskiej)
oraz silnej (ogdlnej) Al oraz krotki opis
realnych i mozliwych czy spodziewanych
zastosowan. Nastepnie omawia koncepcje
Osobliwosci, zgodnie z ktora maszyny ste-
rowane przez Al maja zyska¢ swiadomos¢
i przewyzszy¢ ludzi we wszystkich aspek-
tach, co moze stanowi¢ dla nich zagro-

'C.Campbell, Al by Design: A Plan for
Living with Artificial Intelligence, CRC Press,
New York 2022, ss. 164.

zenie. Przytacza ogloszony w roku 2015
Open Letter on Al (,,List otwarty dotyczacy
AI”), ktérego sygnatariusze nawotuja do
podjecia badan nad spotecznym wpltywem
tej technologii. Rozdziat konczy sig stwier-
dzeniem, ze musimy zaakceptowac nadej-
$cie Osobliwosci lub czego$ do niej zblizo-
nego i zaplanowac, jak z nig zy¢. Rozdziat
drugi, ,,Al by Design and the Future-Back
Methodology” (,,Al wedtug projektu i me-
toda future-back™, s. 17-25) rozpoczyna sig
od wskazania czterech obszarow, ktorym
— wedlug omawianego ,,Listu...” — nalezy
poswigci¢ uwagg: (1) optymalizacja wply-
wu Al na ekonomig, (2) prawo i etyka, (3)
bezpieczenstwo i1 weryfikacja, (4) kontro-
la. Zdaniem autorki nalezy skupi¢ si¢ na
planowaniu dzialan wobec zagrozen ply-
nacych ze strony technologii. Pomocna
ma tu by¢ metoda future-back, stosowana
w marketingu i procesie my$lenia projek-
towego (ang. design thinking), bazujacego
na tworzeniu rozwiazan opartych na zrozu-
mieniu faktycznych potrzeb potencjalnych
uzytkownikow. Metoda future-back polega
na przyjeciu w punkcie wyjscia pozadane-
go przysztego stanu rzeczy i z tej perspek-
tywy opracowaniu strategii majacej dopro-
wadzi¢ do jego realizacji.

Rozwazania rozdziatu trzeciego,
,»Should We Be Afraid of the Current State
of A1?” (,,Czy powinnismy si¢ obawiaé Al
w obecnym ksztalcie?”, s. 27-49), otwiera
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teza, ze obecnie jestesmy $wiadkami swo-
istego ,,wyscigu zbrojen”, analogicznego
do tego z czasow zimnej wojny. Celem
tego wyscigu jest stworzenie silnej Al czyli
systemu przewyzszajacego ludzki intelekt
pod kazdym wzgledem. Autorka omawia
problemy wynikajace z zastosowania Al
w wojnie cybernetycznej i konwencjonal-
nej. Rozdziat konczy optymistyczne stwier-
dzenie, ze obecnie mamy jeszcze wptyw na
rozw0j Al i mozemy tym rozwojem pokie-
rowa¢ wedtug naszego planu. W rozdziale
czwartym, zatytutowanym ,,Current State
of Al Governance & Regulation” (,,Obecny
stan zarzadzen i regulacji dotyczacych Al”,
s. 51-62), autorka wymienia szereg instytu-
cji zajmujacych si¢ przygotowaniem zale-
cen odno$nie do rozwoju Al. Zauwaza przy
tym, ze liderzy rozwoju technologicznego
— USA i Chiny — praktycznie nie ponosza
konsekwencji za ich nieprzestrzeganie.
Wskazuje takze na ogromna luke w sta-
nie wiedzy, wystgpujaca migdzy organa-
mi tworzacymi regulacje a korporacjami
tworzacymi technologie, bo to te ostatnie
maja rzeczywista wiedzg na temat powsta-
jacych rozwiazan technicznych. Niestety
autorka nie podaje rozwiazania, jak t¢ luke
mozna by zniwelowaé. Problem jest po-
wazny takze z tego wzgledu, ze zdaniem
autorki przedsigbiorstwa — nastawione na
zysk — nie sa godne zaufania jesli chodzi
o wprowadzanie jakich§ form samoogra-
niczenia. Przy tworzeniu zasad i regulacji
rozwoju Al konieczna jest wobec tego
wspolpraca przedsigbiorstw z rzadami.
Niewiele jest w ksiazce wskazowek, jak
wspolpraca ta miataby wygladaé, a to wia-
$nie od jej formy i zasad zalezy jej sku-
tecznos$¢ przy opracowywaniu regulacji
badan i wdrozen Al oraz ewentualnych
sankcji za ich zlamanie. Rozwigzanie
proponowane przez autorkg przypomina
nieco teori¢ umowy spotecznej, poniewaz
zakltada, ze mozliwe bedzie wypracowanie
korzystnego porozumienia respektowane-
go przez wszystkich dla dobra wszystkich.

Autorka pomija natomiast rol¢ organizacji
pozarzadowych (ang. non-governmental
organizations, NGOs) w procesie nadzoru
1 tworzenia regulacji dotyczacych Al. To
powazne przeoczenie, gdyz pozostawia
calos¢ whadzy w rekach rzadow i korpora-
cji, ktorych cztonkowie sa powiazani biz-
nesowo i politycznie — czgsto si¢ zdarza,
Ze wysocy ranga urzednicy panstwowi po
zakonczeniu kadencji pracuja w biznesie,
a specjalisci ze §wiata biznesu sa zatrud-
niani w organizacjach rzadowych. Z jedne;j
strony pozwala to w jaki§ sposob wypet-
ni¢ wspomniang wyzej luke w wiedzy, ale
z drugiej strony rodzi powazny konflikt
interesow.

W rozdziale piatym, ,,Current State of
Al Ethics” (,,Obecny stan etyki AI”, s. 63-
75), autorka opisuje stynne prawa robotow,
sformutowane przez Isaaca Asimova: (1)
Robot nie moze skrzywdzi¢ cztowieka ani
przez zaniechanie dziatania dopuscic, aby
cztowiek doznat krzywdy; (2) Robot musi
by¢ postuszny rozkazom cztowieka, chyba
Ze stoja one w sprzecznos$ci z pierwszym
prawem; (3) Robot musi chroni¢ samego
siebie, o ile tylko nie stoi to w sprzecznosci
z pierwszym lub drugim prawem. Prawa te
trudno jednakze stosowaé — twierdzi Camp-
bell — ze wzgledu na ich duza ogdélnosé. Dla
ilustracji przytacza klasyczny w etyce dy-
lemat wagonika, odnoszac go do samocho-
dow autonomicznych. Zachgca wobec tego
do bardziej elastycznego, kontekstowego
podejscia, ktore okresla jako ,,podejscie
usamodzielniajace” (ang. empowerment
approach) (por. s. 65). Zaktada ono, Ze robo-
ty maja podejmowaé decyzje samodzielnie
w oparciu o kontekst danej sytuacji, a nie
o sztywne reguly. Najczesciej postulowane
zasady to: transparentnosc¢, brak dyskry-
minacji oraz prawo do prywatnosci (por.
s. 67). Proponowane przez Campbell po-
dejécie rodzi oczywiscie wiele problemow,
poczynajac od tego, jak uczyc¢ roboty takiej
»,moralnej samodzielno$ci”, az po kwesti¢
moralnej, ale i prawnej odpowiedzialnosci
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za ich decyzje. Rodzi sig tez pytanie, jaki
status miatyby mie¢ takie ,,usamodzielnio-
ne” roboty. Czy nalezatoby je traktowac
jako podmioty moralne? Konsekwencje
postulowanego podejscia nie sa przez au-
torke analizowane. Autorka zauwaza po-
dobienstwo miedzy etyka Al a etyka lekar-
ska, ale podkresla, ze regulacje dotyczace
Al sa nabardzo wczesnym etapie rozwoju,
podobnie jak sama Al

W rozdziale szostym, ,,Options for Our
Future with AI” (,,Mozliwe wersje naszej
przysztosci z AI”, s. 77-111), Campbell
przedstawia w formie opowiadan pigé sce-
nariuszy. Maja one pomoc nam uchwycic¢
wersje przysztosci, do ktorych nie chcemy
dazy¢. Nie bierze natomiast pod uwage moz-
liwo$ci powstrzymania rozwoju Al —uwaza
to za nierealne. Pierwsza historia przedsta-
wia dzien w Londynie, gdy rozwoj Al pozo-
stawiono samemu sobie: kwitnie cyberprze-
stepczosc, ataki drondéw sa codziennoscia,
technologiczne bezrobocie wzrasta, a spote-
czenstwo powoli si¢ rozpada. Druga historia
opisuje sytuacjg, w ktorej rozwinigta w wy-
sokim stopniu Al utworzyta sztuczny swiat,
w ktorym zyja ludzie (jest to wersja hipotezy
symulacji Bostroma?). Trzecia historia jest
kolejna wizja pesymistyczna — Al zaczeta
pustoszy¢ planete, a pozostali przy zyciu
ludzie uciekaja do zatozonej przez Elona
Muska kolonii na Marsie. Czwarta opisuje
osade zamieszkana przez neo-luddystow,
ktorzy wyrzekaja si¢ wykorzystania sil-

? Hipoteza: zaawansowana cywilizacja mo-
glaby stworzy¢ symulacjg (tj. komputerowe od-
wzorowanie rzeczywisto$ci) obejmujaca nasze
umysty oraz otaczajacy nas $wiat (podobnie jak
w filmowej trylogii Matrix). Glowny argument
polega na tym, ze je$li zyjemy wewnatrz takiej
symulacji, to nie poznajemy ,prawdziwego”
$wiata. Ponadto nie jesteSmy w stanie zweryfi-
kowac czy zyjemy w symulacji, czy tez nie (por.
N.Bostrom,Are You Living in a Computer
Simulation?, ,,Philosophical Quarterly” 53(2003)
nr 211, s. 243-255.

nej Al oraz sa odlaczeni od publicznego
Internetu 1 postawieni poza spoteczen-
stwem. Ostatnia historia to opowiadanie
o spotkaniu dwojga ludzi, ktérzy poddali
sig szeregowi zabiegow, by przeksztatcic
si¢ w cyborgi. Przedstawione scenariusze
sa dystopijne. Aby unikna¢ realizacji kto-
rego$ z nich, konieczne jest regulowanie
kierunkéw rozwoju i zastosowan Al. Wa-
runek takiej regulacji stanowi wypracowa-
nie pozadanej wizji przysztosci, a wtedy
— wlasnie metoda future-back — bedzie
mozna okresli¢ sposoby jej realizacji.
Rozdziat si6dmy, zatytutowany ,,Crea-
ting a Roadmap — a Plan for Living with
Artificial Intelligence” (,,Tworzenie planu
dziatania — projekt zycia z AI”, s. 113-137),
zawiera gtdwne postulaty autorki. W formie
wezwania do dzialania przedstawia cele
iramy czasowe, w ktorych powinny one zo-
sta¢ osiagnigte. Cele krotkoterminowe (2022-
2025) obejmuja migdzy innymi stworzenie
wspolnego modelu (ang. framework) zasad
i regulacji (przy czym nalezy tu uwzgledni¢
mozliwie wiele réznych punktéw widzenia),
zwigkszenie poziomu wiedzy technicznej
prawodawcow oraz uczynienie Al bardziej
sprawiedliwa poprzez usuwanie uprzedzen
(ang. bias) ze zbioréw danych, na ktérych
opiera si¢ jej dziatanie. Cele $redniotermi-
nowe (2025-2028) to: okreslenie zasad ma-
jacych zapobiec naduzyciom i chroniacych
ludzi przed krzywda wyrzadzona przy po-
mocy Al oraz stworzenie mi¢dzynarodowe-
g0 porozumienia analogicznego do Traktatu
o Nierozprzestrzenianiu Broni Jadrowej (ang.
Nuclear Non-Proliferation Treaty, NPT).
Jako cele dlugoterminowe (2025-2030)
Campbell wskazuje: prowadzenie edukacji
pozwalajacej wszystkim lepiej zrozumie¢ Al
1 z nig wspotpracowac, przekwalifikowanie
pracownikow oraz zarzadzanie ekonomicz-
nymi skutkami wprowadzenia Al na rynek
pracy. Autorka nie wyznacza $rodkow do
osiagnigcia tych celow ani nie wskazuje,
kto ma prowadzi¢ i nadzorowac edukacje
prawodawcow oraz obywateli.
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Rozdziat 6smy, ,,A New Hope for Ar-
tificial Intelligence” (,,Nowa nadzieja dla
Al”,s. 139-146), zawiera przemyslenia au-
torki dotyczace pozadanej wersji przyszto-
$ci. Campbell twierdzi, ze odpowiednie
zarzadzanie Al moze przynies¢ ludzkosci
ogromne korzysci. Pojawienie si¢ Osobli-
wosci moze oznacza¢ nadejscie nowego
renesansu — ludzie bgda mie¢ znacznie
wigcej wolnego czasu, dzigki czemu beda
mogli rozwija¢ swoje zainteresowania,
a ludzkos¢ jako catos¢ bedzie dysponowaé
znacznie wigkszymi zasobami intelektual-
nymi, Co Znaczaco przyspieszy jej rozwoj
we wszystkich aspektach.

W czgsei pod tytutem ,,Conclusion”
(,,Wnioski”, s. 147-148) autorka wskazuje,
ze Al jest jednocze$nie najwigkszym wy-
zwaniem dla ludzkosci oraz jej najwigksza
nadzieja. Jest ,,boska” (ang. godlike) i tak
rozlegla, ze zrozumienie jej ogromu prze-
kracza mozliwosci pojedynczego cztowie-
ka. Dzigki niej zyskamy mozliwos¢ decy-
dowania, kim chcemy by¢ (por. s. 148),
a wobec tego musimy zaplanowac, jak
chcemy zy¢ w $wiecie z Al

Ksiazka ma charakter popularnonau-
kowy, ale jest interesujaca ze wzgledu na
to, ze autorka znajduje si¢ w gronie 0sob
majacych wpltyw na realnie powstajace
rozwigzania techniczne. Campbell po-
dejmuje tematy pojawiajace si¢ czgsto
w popkulturze, stosuje jezyk potoczny
i powoluje si¢ na opinie ,,technologicz-
nych celebrytow” pokroju Elona Muska
(por. s. 11-15). Uktad treséci jest nieco
chaotyczny. Podzigkowania oraz pierwsze
dwa rozdziaty de facto stanowia wlasciwy
wstep. Struktura ksiazki zostaje zarysowa-
na dopiero w drugim rozdziale. Zasadni-
cze rozwazania znajdujemy w rozdziale
sibdmym — zawiera on najwazniejsze tezy
i postulaty. Rozdzialy nie sa symetryczne:
najdtuzszy ma trzydziesci siedem stron,
a najkrétszy jedenascie. Pierwsza czg-
$cia po spisie tresci jest krotka i niezbyt
informatywna biografia. Nie dowiemy si¢

z niej, czym konkretnie zajmuje si¢ autor-
ka. Z tresci ksiazki wynika, ze zawodowo
jest doradca biznesowym, specjalizujacym
si¢ w design thinking, nie zostato to jednak
sformutowane explicite. W tek$cie pojawia
si¢ takze marketingowy zargon (np. testy
A/B —por. s. 18) oraz akronimy instytucji
(np. RNIB, RNID — por. s. 20), ktore nie
zostaty wyjasnione, co utrudnia czytanie
tekstu. Na stronie sze§édziesiatej pierwszej
pojawia si¢ btad rzeczowy — przytoczono
kazus procesu Sokratesa, stynnego filozofa
i mentora Platona, a w nastgpnym zdaniu
stwierdzono, Ze to Platon zostat skazany
na $mier¢ poprzez otrucie. Oczywiscie
skazanym byt Sokrates, a Platon dozyt
spokojnej starosci.

Autorka nie jest deterministka tech-
niczna. Przyszto$¢ petni w jej rozwazaniach
rolg swoistej zastony niewiedzy — trzeba
podejmowac decyzje, nie znajac faktycz-
nego przebiegu rozwoju Al, ale majac na
uwadze pozadany scenariusz przysztosci.
Campbell twierdzi, ze rozwoju nie da si¢
zatrzymac, ale jesteSmy w stanie nim kiero-
wacé poprzez regulacje wypracowane przez
kooperacje rzadoéw, korporacji oraz insty-
tucji pozarzadowych (NGO, tj. wszelkiego
rodzaju fundacji i stowarzyszen). Jest to
dos¢ utopijne podejscie. Zaktada uczci-
wo$¢ wszystkich stron oraz mozliwos¢
stworzenia rozwiazan sprawiedliwych
i korzystnych dla wszystkich. Wydaje si¢
nie zauwazac¢ znaczacego konfliktu intere-
sOwW w obszarze regulacji dotyczacych Al
Ponadto zgoda na poziomie postulatow nie
gwarantuje zgody na poziomie $rodkow
realizacji — o $rodkach i sposobach wy-
pracowania owych regulacji autorka nie
mowi zbyt wiele, a przeciez zastosowanie
srodkow tez niesie ze sobg konsekwencje.
Co wigcej, w rozwazaniach widoczny jest
»zachodni” punkt widzenia, zaktadajacy,
ze rzady demokratyczne beda zaintereso-
wane rozwojem Al dla wspolnego dobra.
Campbell w rozwazaniach ignoruje istnie-
nie niedemokratycznych czy wrecz auto-
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kratycznych rzadow, ktore tez inwestuja
duze $rodki w rozwoj Al i raczej nie kie-
ruja si¢ w swoich dziataniach wspdolnym
dobrem.

Zamyst autorki dobrze wpisuje sig
w koncepcj¢ budowy tak zwanej odpo-
wiedzialnej Al (ang. responsible Al), cho¢
sformutowanie to nie pojawia si¢ w tek-
$cie. Takie postulaty zwykle marginalizuja
rolg filozofii. Podobnie jest i tutaj: Camp-
bell podejmuje rozwazania na istotne filo-
zoficznie tematy, pomija jednak rolg same;j
filozofii w wypracowywaniu rozwiazan.
Traktuje etyke jako inspiracj¢ i punkt od-
niesienia przy projektowaniu regulacji, ale
nie jako narzedzie do rozstrzygania pro-
blematycznych kwestii. Heurystyczna rola
filozofii zostata catkowicie zignorowana.
Sama autorka zaznacza udziat filozofow
W procesie wypracowania rozwiazan we-
wnatrz korporacji oraz w konsultacjach
rzadowych (por. s. 68, s. 71), udziat ten
jednak zazwyczaj ogranicza si¢ do formu-
towania ogolnikowych zalecen i wska-
zowek. Jest to bardzo niekorzystne dla
wszystkich stron. Ksiazk¢ mozna odczytac
jako wezwanie pod adresem filozofow, by
wilaczyli si¢ aktywnie w dziatania dotycza-
ce regulacji Al. Przewaznie rzadko zajmu-
ja si¢ biezacymi problemami, a obecnie na
swiecie dzieja si¢ rzeczy wymagajace po-
dejmowania decyzji juz teraz. Zwlekanie
z wypracowaniem konkretnych stanowisk
moze doprowadzi¢ do przeoczenia mo-
mentu, w ktérym jeszcze mamy wplyw na
to, co si¢ dzieje. Bez konkretnych stano-

wisk 1 zwigzanych z nimi postulatow filo-
zofia zostaje sprowadzona co najwyzej do
roli komentatora. Staje si¢ jednym sposrod
wielu zrodet opinii.

Systematyczny namyst nad techni-
ka i konsekwencjami jej rozwoju, nawet
zwiazanego z Al, ekscytuje na ogot jedynie
waskie grono pasjonatow. Spoleczenstwo
interesuje si¢ raczej spektakularnymi wy-
darzeniami, zwlaszcza katastrofami (czy
mozliwo$ciami katastrofy). Dlatego tez
ksiazki stanowiace proby zainteresowania
szerszego grona taka tematyka zashuguja
na uznanie. Autorka jest osoba ,,nietech-
niczng”, totez stosowane przez nia opisy
zawieraja niewiele informatycznego zargo-
nu, ktory mogtby odstraszy¢ czytelnikow.
Ksiazka stanowi ciekawa propozycje dla
wszystkich zainteresowanych tematyka Al
oraz nowych technologii — zawiera ogol-
ny przeglad obecnego stanu regulacji oraz
zachg¢ca do podjecia rozwazan co do przy-
szto$ci cztowieka i jego miejsca w §wiecie
zdominowanym przez technologig. Jest
rowniez bardzo aktualna ze wzgledu na
opracowywane wlasnie przez Parlament
Europejski regulacje dotyczace zastoso-
wan Al (tzw. Al Act), ktore uwazane sa
za kluczowe, poniewaz bgda wzorcem dla
rozwiazan w innych czgéciach $wiata.

Kontakt: Wydziat Filozofii, Katolicki Uni-
wersytet Lubelski Jana Pawta I1, Al. Rac-
lawickie 14, 20-950 Lublin

E-mail: szczech.dam@gmail.com





