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FILOZOFIA SZTUCZNEJ INTELIGENCIJI

Ksiazka pod tytutem Sztuczna inteli-
gencja. Jej natura i przysztos¢' autorstwa
Margaret A. Boden — opublikowana pier-
wotnie w Oxford University Press — dobrze
wpisuje si¢ w utrzymujace si¢ od kilku de-
kad zainteresowanie ta problematyka?.

Autorka monografii, o czym dowia-
dujemy si¢ migdzy innymi z informacji na
oktadce, jest profesorem nauk kognityw-
nych na Wydziale Informatyki Uniwersy-
tetu w Sussex w Wielkiej Brytanii.

Polski, porzadny przektad — wydany
w serii wydawniczej ,,Krotkie Wprowa-
dzenie” — zostal wykonany przez adiunk-
ta Tomasza Sieczkowskiego, pracownika
Wydziatu Filozoficzno-Historycznego Uni-
wersytetu £.odzkiego. O naukowa redakcje
zadbat Piotr Fulmanski, adiunkt na tamtej-
szym Wydziale Matematyki i Informatyki.
Odredakcyjne przypisy objasniaja rzetel-
nie trudne fragmenty monografii.

W rozdziale pierwszym, ,,Czym jest
sztuczna inteligencja?” (zob. s. 13-32),
Boden wprowadza w tytutowa problema-
tyke. Zdaniem autorki sztuczna inteligen-
cja (ang. artificial intelligence, Al), wyko-
rzystuje rézne techniki, ktorych celem jest

! Margaret A. B o d e n, Sztuczna inteligen-
cja. Jej natura i przysztos¢, ttam. T. Sieczkow-
ski, red. P. Fulmanski, Wydawnictwo Uniwer-
sytetu Lodzkiego, £.6dZ 2020, ss. 208.

2 Zob. Institute for Ethics in AI, www.
oxford-aiethics.ox.ac.uk.

to, aby komputer wykonywat takie same
czynnosci (rozumowanie i temu podobne),
jak umyst ludzki. Al ma dwa cele gldwne:
(1) technologiczny (praktyczny), ktadacy
akcent na uzyteczno$¢ komputerow i (2)
naukowy (teoretyczny), polegajacy na za-
stosowaniu poje¢ 1 modeli w taki sposéb,
zeby za pomoca Al mozna bylo odpowie-
dzie¢ na pytania dotyczace organizmow
zywych (miedzy innymi wykorzystywany
przez biologéw model ,,sztucznego zycia”,
ang. A-life), a szczeg6lnie odnoszace si¢
do ludzi (zob. s. 13-15). To drugie zadanie
jest mniej techniczne, a bardziej antropo-
logiczne. Przy uzyciu komputerow — ze
wzgledu na wystgpowanie analogii mig-
dzy systemami informatycznymi a organi-
zmami — mozna bowiem lepiej zrozumie¢
na przyktad ludzkie umysly, ich nature,
strukture, funkcje czy metody dzialania.
Fundamentalnym pytaniem pozostaje, ja-
kie sa podobienstwa i réznice migdzy in-
teligencja naturalna a sztuczna?

Al jest zwiazana nie tyle z maszyna
fizyczna (komputerem), ile z jako$ zdefi-
niowana maszyna wirtualna, bedaca sy-
mulacja analizowanego systemu. Maszy-
na wirtualna ma wykonywac¢ procesy do-
ktadnie w taki sposob, jak to si¢ dokonuje
w oryginalnym systemie fizycznym. Skta-
da si¢ ona ze wzorcéw dziatania — prze-
twarzania informacji (zob. s. 15-17).

Wyréznia si¢ pig¢ gtownych typow
Al: (1) klasyczna (symboliczna) Al (ang.



294

Omowienia i recenzje

good old-fashioned Al, GOFAI). GOFAI
zapoczatkowat Alan Turing, wykazujac, ze
wszystkie mozliwe obliczenia moga by¢
zrealizowane przez system matematycz-
ny, wspotczesnie okreslany jako uniwer-
salna maszyna Turinga. Przekonanie co do
mozliwosci uzyskania Al wsparli neurolog
i psychiatra Warren McCulloch oraz mate-
matyk Walter Pitts, faczac podejscie Turin-
ga z teorig synaps nerwowych autorstwa
Charlesa Sherringtona i rachunkiem zdan
Bertranda Russella. Arthur Samuel z kolei
napisal program grajacy w szachy, ktory
sam nauczyl si¢ wygrywacé z jego tworca.
Natomiast Maszyna Teorii Logicznej (ang.
logic theory machine), bedaca w stanie
udowadnia¢ twierdzenia logiczne (Allen
Newell, Herbert Simon), zostata prze-
$cignigta przez Maszyng Rozstrzygajaca
Problemy (ang. general problem solver —
Newell, John Shaw, Simon). Kolejnymi ty-
pami Al sa: (2) sztuczne sieci neuronowe
(koneksjonizm), (3) automaty komorkowe,
(4) programowanie ewolucyjne i (5) sys-
temy dynamiczne (zob. s. 18-32). Te typy
Al autorka scharakteryzowata doktadniej
w dalszej czeg$ci swojej monografii.
Rozdziat drugi, ,,Ogodlna inteligencja
jako Swiety Graal” (zob. s. 33-69), doty-
czy szansy utworzenia sztucznej inteli-
gencji ogolnego przeznaczenia, czyli tak
zwanej ogdlnej sztucznej inteligencji (ang.
artificial general intelligence, AGI). Gdyby
udato si¢ uzyska¢ AGI, to komputery byty-
by w stanie funkcjonowac nie tyle na mocy
konkretnego,szczego6towe go opro-
gramowania dedykowanego do realizacji
szczegotowego celu, ile na podsta-
wie mozliwo$ci percypowania, uzywania
jezyka, rozumowania, kreatywnosci i tym
podobnych w zastosowaniu do szerokie-
g0, 0 g 0 1 ne g o spektrum problemow.
Problemy maja by¢ obliczalne efektyw-
nie, czyli im mniej jest obliczen, tym le-
piej. Umozliwiaja to nastgpujace metody
(strategie): (1) wyszukiwanie heurystycz-
ne (akcent pada na takie zdefiniowanie

programu, aby byt on ukierunkowany na
konkretne aspekty przestrzeni przeszuki-
wania), (2) planowanie (na odpowiednim
poziomie abstrakcji moze ono skutkowac
przycigciem — zredukowaniem drzewa re-
prezentujacego elementy sprawdzone oraz
te Wymagajqce sprawdzenia), (3) uprasz-
czanie matematyczne (migdzy 1nnym1
milczaco uznawane jest zatozenie zanie-
dbujace rolg emocji w ludzkim dziataniu)
i (4) reprezentacja wiedzy w okreslonym
jezyku programowania.

Reprezentacja wiedzy stosuje zbior re-
gut JESLI-TO: JESLI dany Warunek jest
spetniony, TO podejmij to Dziatanie.

Reprezentacja wiedzy moze dotyczy¢
indywidualnych terminéw (pojec), a nie
catych dziedzin wiedzy. Zdefiniowana
hierarchiczna struktura (baza) danych to
tak zwana r a m a. Problem ramy polega
na tym, ze programy Al nie maja ludzkiej
zdolnosci do uchwycenia, rozumienia
istotno$ci,czyli tego, co jest waz-
ne w konkretnej sytuacji. Problemu ramy
mozna by unikna¢, gdyby byly znane
wszelkie mozliwe konsekwencje
kazdego mozliwego dziatania.

Reprezentacja wiedzy wymaga zdefi-
niowania stereotypowych sekwencji dzia-
tan (na przyktad okreslenie, co nalezy do
»procedury” uktadania dziecka do snu).

W reprezentacji wiedzy akcentuje sig
tak zwanesieci semantyczne-—
terminy (pojecia) pozostaja w relacjach se-
mantycznych, na przyktad synonimiczno-
$ci, antonimicznoéci, podporzadkowania.
Programy przeszukujace sie¢ internetowa
— silniki wyszukiwania — generalnie ujmu-
jac, programy NLP (ang. natural language
processing) moga znajdowac zwiazki mig-
dzy stowami czy tekstami, jednakze brak
imrozumieniatego, co przeszukuja.
Sieci semantyczne wiaza si¢ rowniez z po-
znaniem rozproszonym, czyli niezhierar-
chizowanym (holizm semantyczny).

Reprezentacja wiedzy — czy szerzej uj-
mujac, AGI na poziomie cztowieka — musi
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uwzglednia¢ takze uczenie maszynowe
(ang. machine learning). Wyrdznia si¢ ucze-
nie: (1) nadzorowane, (2) nienadzorowane
i (3) przez wzmocnienie. W uczeniu
nadzorowanym programista szkoli
system przez zdefiniowanie — dla ustalo-
nych danych wyj$ciowych — zbioru ocze-
kiwanych rezultatow. System uczacy si¢
formutuje hipotezy dotyczace stosownych
wilasnosci i odpowiednio — w zaleznosci od
szczegdtowej informacji zwrotnej o biedach
— koryguje hipoteze wyjsciowa. W ucze
niunie nadzorowanymuzytkow-
nik nie okresla oczekiwanych rezultatow
i nie otrzymuje komunikatéw o biedach.
Przyjmowana jest za$ reguta, ze wtasnosci
wspolwystepujace beda wspotwystepowaty
rowniez w przysztosci. Natomiast u c z e-
nie przez wzmocnienie wyko-
rzystuje schemat nagrod (za sukces) 1 kar
(za porazke): system —na podstawie komu-
nikatow zwrotnych — jest informowany, ze
jego dana reakcja byta poprawna lub niepo-
prawna. Wyniki sg aktualizowane po poje-
dynczej decyzji lub sekwencji decyzji.

W rozdziale trzecim, ,,Jezyk, kre-
atywnos¢, emocje” (zob. s. 71-91), zosta-
ta zaakcentowana rola NLP w ttumaczeniu
maszynowym i trudnosci zwiazane z anali-
zami, zar6wno syntaktyczna, jak i seman-
tyczna. Niuanse struktury wypowiedzi po-
woduja zmiang sensu i referencji. Oprocz
tego w uzyciu jezyka wazny jest rowniez
aspekt pragmatyczny: adekwatno$¢ (rele-
wancja) uzycia wyrazenia w danej sytuacji
1 kontekst uzycia. Kontekst jest tworzony
migdzy innymi przez (1) wyrazy blisko-
znaczne, (2) synonimy, (3) antonimy, (4)
wyrazy, ktérych zbiory (zakresy) sa w re-
lacji zawierania si¢ w jakies$ klasie, a takze
(5) wyrazy, ktorych desygnaty sa w relacji
nalezenia do jakiej$ klasy. Kontekstualne
sa dla siebie rowniez (6) wyrazy, ktorych
desygnaty sa w relacji czgs¢—catosé. Cze-
stos¢ wspotwystepowania stow jest wazna
przy wyszukiwaniu (eksplorowaniu) infor-
macji.

Pojecia zwiazane z Al sa uzyteczne
w wyjasnianiu i porzadkowaniu (typologi-
zowaniu) ludzkiej kreatywnosci. Wyrdznia
si¢: (1) kreatywnos¢ kombinacyjna
— polegajaca na tym, Zze z n a n e idee sa
taczone w dotychczas nieznane sposo-
by, (2) kreatywno$¢ eksploracyjna
— bazujaca na kulturowo znany c h spo-
sobach (stylach, regutach) myslenia i ich
nieduzy chzmianach, (3) kreatywnos¢
transformacyjna— dopuszczajaca
du z e zmiany regut w celu uzyskania ra-
dykalnej nowosci.

DodowartosciowaniaemocjiwAlprzy-
czynili si¢ Marvin Minsky i Aaron Slo-
man, ktorzy postulowali, aby traktowac
umyst jako cato$¢ (intelekt-racjonalnosc,
wola-decyzja, emocje).

Rozdzial czwarty, zatytutowany ,,Sztu-
czne sieci neuronowe” (zob. s. 93-116),
scharakteryzowat je jako uktady ztozone
z licznych, wzajemnie potaczonych jed-
nostek (elementow) przetwarzajacych.
Kazda z nich wykonuje tylko jeden rodzaj
obliczen. Jedna ze sztucznych sieci neuro-
nowych jestprzetwarzanie ro w-
nolegte rozproszone(ang.
parallel distributed processing, PDP). Za-
leta PDP jest: (1) umiejgtnos¢ uczenia sig
wzorcoOw i zwiazkow miedzy wzorcami za
posrednictwemprzyktadow, a nie
przezbezpo$rednie programowanie,
(2) tolerancyjno$¢ wzgledem nieprecy-
zyjnych informacji, (3) mozliwo$¢ rozpo-
znawania niekompletnych lub czg¢§ciowo
uszkodzonych wzorcow, (4) odpornosé na
zniszczenia. Jezeli uszkodzenia sa coraz
wigksze, to dzialanie PDP pogarsza si¢
stopniowo (zob. s. 93-101).

System — w tak zwanym uczeniu gle-
bokim (ang. deep learning) — przyswaja
sobiestrukture gteboka, anie
tylkowzorce powierzchowne
wystepujace w jakiej§ dziedzinie (zob.
s. 102-116). Ta problematyka taczy si¢ z —
dyskutowanymi w filozofii jgzyka i nauki
— esencjalizmem, teorig rodzajow natu-
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ralnych wraz z teorig terminéw natural-
no-rodzajowych, a takze z teoria definicji
ostensywnych i realnych (istotowych) oraz
problemem tak zwanej ramy.

Wrozdziale piatym,,,Robotyisztuczne
zycie” (zob. s. 117-134), autorka podkresla,
zeroboty klasyczne zAlpotrafity nasla-
dowa¢swiadome dziataniaczlo-
wieka. Nie byly jednak w stanie reagowac
natychmiast na zmiany w otoczeniu. Na-
tomiast roboty wspolczesne — tak zwane
roboty usytuowan e— sg oparte na
reakcjina sytuac]jg, nazacho-
waniu adaptacyjnym. Zdolno$¢ do odru-
chow sensomotorycznych jest zasadniczo
zapewniona dzigki anatomii robota (jego
czujnikom i potaczeniom sensomotorycz-
nym), a nie jego oprogramowaniu.

Roboty — zwane tez automatami ko-
morkowymi — sa systemami poszczegol-
nych jednostek, z ktorych kazda przybiera
jeden ze skonczonej ilosci stanow odpo-
wiednio do prostych regut zaleznych od
biezacego stanu sasiadujacych jednostek
sktadajacych si¢ na automat (tworca auto-
matow komorkowych byt John von Neu-
mann).

Roboty, w ktorych implementowane
jest programowanie ewolucyjne (mozemy
to przesledzi¢ w pracach na przyktad Nor-
berta Wienera), moga si¢ zmienia¢ (rewi-
dowac¢ i korygowac) dzigki algorytmom
genetycznym inspirowanym przez biolo-
gi¢ ewolucyjna.

Rozdziat szosty, pod tytutem ,,Ale czy
to naprawdg jest inteligencja?”’ (zob. s. 135-
-160), zawiera fundamentalne pytania na
temat Al: Czy przyszte systemy AGI beda
dysponowaly prawdziwa $wiadomoscia,
inteligencja, rozumieniem i kreatywno-
scig? Czy beda one posiadaty status mo-
ralny i mozliwo$¢ wolnego wyboru? Pro-
bowano udzieli¢ na nie odpowiedzi (na
przyktad test Turinga czy myslowy ekspe-
ryment Johna Searle’a o tak zwanym chin-
skim pokoju obrosty dyskusjami), lecz nie
dostarczyty one bezspornych stanowisk.

W ostatnim rozdziale (siddmym),
,,0s0bliwos¢” (zob. s. 161-183), zasygna-
lizowano dylematy moralne zwiazane ze
sztuczng inteligencja. Rozwoj technologicz-
ny Al zast¢pujacej ludzi moze zwigkszy¢
bezrobocie, ale tez skutkowaé pojawieniem
sig nowych zawodow i miejsc pracy. Wat-
pliwosci etyczne budzi réwniez konstru-
owanie robotéw erotycznych (sztucznych
partnerow seksualnych) czy robotow do
opieki nad ludZmi niepelnosprawnymi.
Czy sztuczna empatia jest moralnie dobra
iakceptowalna? Czy budowanie i uzywanie
takich robotow jest etycznie uzasadnione?
Podobny dylemat dotyczy robotéw mili-
tarnych, skonstruowanych do likwidacji
celow wskazanych przez obstugujacy je
personel, a nawet wybranych samodzielnie
przez robota. Poszukiwane sa kodeksy po-
stegpowania dla robotow, majace rozwinaé
kompetencje moralne” Al. Przyktadem
sa ,,trzy prawa robotyki” Issaca Asimova:
(1) robot nie powinien skrzywdzi¢ czto-
wieka, (2) robot musi wypetnia¢ ludzkie
polecenia, (3) robot powinien dba¢ o wta-
sne przetrwanie. W przypadku konfliktu
interesOw pierwszenstwo ma prawo pierw-
sze. Ideatem byloby utworzenie systemu
obliczeniowego zdolnego do przeprowa-
dzania rozumowan i dyskusji moralnych.

Ksiazka zostata zaopatrzona takze
w obszerna ,,Bibliografi¢” (zob. s. 185-199)
i rozbudowany ,,Indeks osobowo-rzeczo-
wy” (zob. s. 201-208).

Podsumowujac, styl pisarski autorki
monografii mogtby by¢ niekiedy precy-
zyjniejszy (na przyktad w poczatkowym
rozdziale badaczka nie wskazuje doktad-
nie, ktore typy Al sa reprezentowane
przez ktorych tworcow). Jednak nie jest
to czeste. Recenzowana ksiazka zasadni-
czo jest warto$ciowym — merytorycznym,
erudycyjnym, a jednoczesnie wywazonym
1 zwartym — wprowadzeniem w zagadnie-
nia zwigzane z jednej strony z informaty-
ka, a z drugiej — z filozofig nauki i tech-
niki, a doktadniej z filozofia (ontologia,
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semiotyka, metodologia, epistemologia
czy etyka) sztucznej inteligencji. Dyscy-
pliny te moga by¢ dla siebie nawzajem
inspiracja do badan uwzgledniajacych
nowe konteksty i wyzwania teoretyczne
oraz praktyczne.
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