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Jobst Landgrebe, Barry Smith, Why Machines Will Never Rule the World: Artificial
Intelligence without Fear, Routledge, New York — London 2022, ss. 341.

Rozwoj sztucznej inteligencji (Al) jest tematem zaprzatajacym umysty na-
ukowcow z réznych dyscyplin, politykow, przedsigbiorcow 1 zwyktych ludzi,
a postawy wobec tej kwestii wahaja si¢ od bezkrytycznego entuzjazmu do
autentycznego strachu przed buntem inteligentnych robotow, ktoére moga uznac
nas, ludzi, za nizszy gatunek, podporzadkowujac nas, a ostatecznie — eliminu-
jac. Ksiazka Jobsta Landgrebe’a, naukowca i przedsigbiorcy z filozoficznym
wyksztatceniem, 1 Barry’ego Smitha, wybitnego filozofa, jest odpowiedzia na
te obawy: silna (ang. general) sztuczna inteligencja jest matematycznie — nie
za$ jedynie technicznie czy fizykalnie — niemozliwa. ,,Spokojnie. Maszyny
nigdy nie beda rzadzity s§wiatem” (s. x; thum. fragmentoéw ksiazki — A.L.K.)
— pisza autorzy ksiazki. Definiuja oni sztuczna inteligencj¢ ogoélna (AGI) jako
te, ktora prezentuje poziom wyzszy od inteligencji ludzkiej, lub co najmnie;j jej
rowny, i jest zdolna do radzenia sobie z problemami pojawiajacymi si¢ w ota-
czajacym cztowieka §wiecie w stopniu adekwatno$ci co najmniej podobnym
do tego, z jakim radzi sobie z nimi czlowiek. Nie neguja oczywiscie postepu
w budowaniu sztucznych inteligencji przeznaczonych do konkretnych zadan,
kwestionuja natomiast nieograniczony postep w symulacji dziatania cztowieka.
Argument na rzecz ich tezy, w nieco uproszczonej formie, przedstawia si¢
nastgpujaco: (1) zbudowanie AGI wymaga napisania oprogramowania, ktore
nasladowatoby ludzki system neuropoznawczy (autorzy rozwazaja i ostatecz-
nie odrzucaja alternatywne sposoby wykreowania AGI); (2) by napisa¢ takie
oprogramowanie, nalezatoby zbudowa¢ matematyczny model tego systemu,
umozliwiajacy przewidywanie jego zachowania; (3) nie jesteSmy w stanie
budowaé¢ matematycznych modeli dynamicznych systemow ztozonych, cho¢
systemy te podlegaja prawom fizyki; (4) ludzki system neuropoznawczy jest
dynamicznym systemem ztozonym, a wobec tego nie jesteSmy w stanie zbudo-
wac¢ wymaganego matematycznego modelu tego systemu i dlatego nie mozemy
napisa¢ oprogramowania, ktore nasladowatoby ludzki system neuropoznawczy.
Ergo: stworzenie AGI jest niemozliwe z powodu ograniczen ptynacych z ma-
tematyki. Pozyskiwanie pieni¢dzy na badania nad AGI zostato wigc oparte na
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falszywych obietnicach, a strach przed maszynami rzadzacymi $wiatem jest
nieuzasadniony.

W pierwszej cze$ci ksiazki Landgrebe i Smith w kolejnych rozdziatach pro-
wadza nas przez analizy ludzkiego umystu i problemu relacji migdzy umystem
a ciatem, ludzka i maszynowa inteligencja, zagadnienia natury ludzkiego jezy-
ka 1 komunikacji oraz ludzkich zachowan spotecznych i moralnych. W dwoch
rozdziatach czg$ci drugiej autorzy poddaja refleks;ji naturg systemow ztozonych
i rozmaite podejscia do ich matematycznego modelowania, wskazujac na wsob-
ne ograniczenia tego procesu. Im bardziej ztozony jest system, tym mniejsze sa
szanse na jego adekwatne modelowanie i tworzenie dla niego Al. Czgs¢ trzecia
poswigcona zostata mozliwosciom sztucznej inteligencji i jej ograniczeniom.
Tytuly kolejnych rozdziatow stanowia zarazem tezy, ze maszyny nie osiagna
oczekiwanego poziomu inteligencji, nie opanuja ludzkiego jezyka i nie opanuja
interakcji spotecznych w stopniu wyzszym czy cho¢by rownym temu, ktory
jest dostepny cztowiekowi. Mozliwe jest natomiast matematyczne modelowa-
nie czg¢sciowe — 1 wlasnie tam znajduje zastosowanie sztuczna inteligencja.
W dyskusjach autorzy siggaja do przyktadow z medycyny, inzynierii, ekonomii,
psychologii, odpowiadajac na obietnice 1 obawy wielu wspotczesnych mysli-
cieli, w tym wiodacych teoretykow transhumanizmu: Nicka Bostroma i Raya
Kurzweila czy Elona Muska. Rozwazania Landgrebe’a i Smitha pozostaja pod
wyraznym wptywem fenomenologii, w tym Edmunda Husserla (z okresu Do-
ciekan filozoficzych), Adolfa Reinacha i Maxa Schelera, czego autorzy bynaj-
mniej nie ukrywaja, powotujac sig na tych myslicieli, zwtaszcza w odniesieniu
do analiz natury cztowieka, jego poznania i woli, a jednocze$nie pokazujac nie-
wystarczalno$¢ rozmaitych podejs¢ filozofii analitycznej do uchwycenia natury
naszego $wiata. Autorzy deklaruja, Ze nadrze¢dna idea, ktora spaja wszystkie
czesci ksiazki, jest uznanie istnienia nieredukowalnych do siebie rzeczywisto-
$ci: fizycznej, biologicznej, spotecznej i mentalnej, oraz przyjecie realistycznej
filozofii dotyczacej $wiata dostgpnego w naszym codziennym doswiadczeniu
(por. s. 3n.). To podejécie — wraz z odwotaniem do Maxa Schelera koncepcji
inteligencji praktycznej — pozwala autorom odrézni¢ inteligencj¢ pierwotng
od obiektywizujacej (ang. objectifying) czy uprzedmiotowujacej. Ta pierw-
sza przystuguje bytom ludzkim i pozaludzkim (choéby zwierzetom) i nie jest
rezultatem uczenia sig, ale raczej umozliwia uczenie si¢ poprzez adaptacje do
nowych sytuacji oraz rozwinigcie pierwotnego zachowania kulturotworczego.
Ta druga przyshuguje ludziom i umozliwia kumulatywna ewolucj¢ kultury:
,Inteligencja obiektywizujaca pozwala homo sapiens zdystansowa¢ si¢ od
swojego srodowiska w sposob, ktory umozliwia widzenie siebie, innych ludzi
i elementdéw tego srodowiska (biologicznych i niebiologicznych) jako przed-
miotow, z ktérych kazdy ma wiasna trajektori¢ i wiasny zbior wiasciwosci
imocy kauzalnych” (s. 46). Inteligencja ta obejmuje zdolnos¢ ujmowania §wia-
ta poprzez kategorie ogolne, intencjonalno$é, rozpoznawanie przyczyn i celow,
panowanie nad konieczno$ciami biologicznymi, zdolno$¢ decydowania (czyli
wyboru i niejako ustanawiania siebie zrédtem dziatania) oraz wyobrazania
sobie i planowanie dtugoterminowe. To wszystko musiataby posiada¢ AGI,
a skoro nie da si¢ tego modelowa¢ matematycznie, to inteligencja sztucznej
inteligencji — jakkolwiek by ja rozumie¢, co autorzy starannie dyskutuja — nie
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przekroczy inteligencji ludzkiej ani nawet jej nie doréwna. Ludzki mézg nie
jest komputerem i zadna znana matematyka nie moze go catkowicie adekwatnie
opisa¢. Landgrebe i Smith ostatecznie glosza zatem wyjatkowos¢ ludzkiego
bytu. Sztuczna inteligencja nas nie zastapi. Paradoksalnie, dyskusja nad AGI
wilacza sig posrednio w dyskusj¢ nad natura cztowieka —nad tym, czy jestesmy
jedynie zwierzetami, czy tez jesteSmy ,,inaczej i wyzej”, by przywolac frazg
ukuta przez Tadeusza Stycznia, reprezentanta lubelskiej szkoty filozoficznej.
A jesli faktycznie status bytowy cztowieka sytuuje nas wyzej, to jaka jest na-
sza wlasciwa relacja do bytow pozaludzkich, jakie mamy wobec nich prawa
1 obowiagzki?

Argumentacja Landgrebe’a i Smitha odwoluje si¢ do filozofii (r6znych trady-
cji), matematyki, informatyki, jezykoznawstwa, psychologii, antropologii kul-
turowej, socjologii, fizyki i biologii. W tym sensie sa to rozwazania naprawde
interdyscyplinarne, co pokazuje natur¢ problemu sztucznej inteligencji — nie
jest to bowiem problem czysto techniczny. Owa interdyscyplinarno$¢ nie uta-
twia lektury ksiazki. Zdajac sobie z tego sprawg, autorzy wyposazyli ja w stow-
nik kluczowych poj¢¢, indeks i aneks z matematycznym ujeciem turbulencji.
Wskazuja tez fragmenty, ktore czytelnik moze bez szkody dla zrozumienia
argumentacji pomina¢. Bibliografia zawiera imponujaca liczbg pozycji i sama
moze stanowi¢ zrodto dla badaczy Al.

Ksigzka wpisuje si¢ w literature kwestionujaca nieograniczone mozliwosci
sztucznej inteligencji. Jednym z pierwszych autoréw prezentujacych takie
stanowisko byt Hubert Dreyfus, ktory w roku 1972 opublikowat ksiazke
What Computers Can 't Do: A Critique of Artificial Reason (Harper and Row,
New York-Evanston-San Francisco-London). Do listy mozna dopisa¢ Rogera
Penrosea’a Shadows of the Mind: A Search for the Missing Science of Con-
sciousness (Oxford University Press, Oxford 1994) czy Roberta J. Marksa 11,
Non-computable You: What You Do That Artificial Intelligence Never Will
(Discovery Institute, Seattle 2022). Nawet jesli Landgrebe i Smith maja racjg
— a rodzi si¢ przeciez szereg pytan, cho¢by o nowa matematyke, o mozliwosci
komputerow kwantowych czy znalezienie strategii budowania AGI innej niz sy-
mulacja ludzkiego umystu — nie mozemy spocza¢ w spokoju ducha. Jesli nawet
AGI jest niemozliwa, wciaz rozwija sig przeciez ,,zwykla” sztuczna inteligencja.
»Mimo powaznych ograniczen, ktore opisaliSmy w tej ksiazce — twierdza autorzy
— odkrycie coraz bardziej pomystowych i poteznych zastosowan waskiej woli
sztucznej inteligencji w nadchodzacych dekadach w ogromnym stopniu po-
glebi i wzmocni ,,technosfere” (s. 301), zmieniajac §wiat naszego codziennego
doswiadczenia. Wyzwaniem — jak pisza — nie jest zapobieganie zastapieniu
ludzkosci przez superinteligencje czy tworzenie ,,etycznej” Al, ale przewidy-
wanie konsekwencji pojawiania sig ,,waskiej” sztucznej inteligencji w réznych
sektorach zycia i reagowanie na te konsekwencje. Mozna zlosliwie twierdzic,
ze Al juz do pewnego stopnia rzadzi $wiatem, bo wiele naszych decyzji ste-
rowanych jest informacjami gromadzonymi przez sztuczna inteligencjeg, nasze
czynno$ci sa zaposredniczone przez urzadzenia wyposazone w Al, a sztuczna
inteligencja staje si¢ uczestnikiem naszego zycia spotecznego (na przyktad
w postaci empatycznych robotéw). Obecno$¢ Al zmienia nas samych, nasze
relacje z innymi ludZmi i nasze rozumienie $wiata. Pytania o to, gdzie, dlaczego
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i pod jakimi warunkami powinni§my wprowadzac sztuczng inteligencjg, staja
si¢ coraz bardziej istotne. Warto zatem przeczytac¢ ksiazke¢ Landgrebe’a i Smi-
tha, by z jednej strony lepiej zrozumiec, o co nalezy, a o co nie nalezy si¢ martwié
w zwiazku z rozwojem sztucznej inteligencji, a z drugiej strony, by uswiadomic
sobie, kim jestesmy i co jest stawka w rozwijaniu Al. Co wigcej, ksiazka jest zna-
komitym dowodem na to, ze bez filozofii nie udaje si¢ podjac palacych problemow
wspolczesnosci (o czym zdaja si¢ zapominaé adwokaci stawiania na ksztatcenie
praktyczne, ktore — jak twierdza — jest niezbgdne do uzyskiwania przewagi na

rynku pracy).
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